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Reply to Reviewer’s Comments 6 

2025-7-20 7 

 8 

Dear Editors and Reviewers, 9 

 10 

Revision of our manuscript essd-2025-79. 11 

 12 

Thank you for your constructive comments. We have made revision to the manuscript according 13 

to the reviewers’ comments. 14 

We are uploading (a) our point-by-point response to the comments (below), (b) an updated 15 

manuscript with the modifications highlighted in yellow. 16 

The reviewer’s comments are in bold, and the modified text is in italics. 17 

 18 

Thank you again for your valuable comments and time. 19 

Sincerely, 20 

 21 

 22 

Weifeng Hao 23 

Chinese Antarctic Center of Surveying and Mapping 24 

Wuhan University 25 

Wuhan 430079, China 26 

haowf@whu.edu.cn 27 

  28 



Reviewer #1 29 

Comment #1: 30 

Line 50: Also mention the recent product Niehaus et al. (2024). Melt pond fractions on 31 

Arctic summer sea ice retrieved from Sentinel-3 satellite data with a constrained physical 32 

forward model. The Cryosphere, 18, 933–956. doi:10.5194/tc-18-933-2024 33 

 34 

Author response: 35 

Thank you for your suggestion. We agree that the work by Niehaus et al. (2024) is significant, 36 

as their proposed MPD2 algorithm represents a substantial advancement in the retrieval of melt pond 37 

fraction and albedo under large-scale observations. We have added a citation to Niehaus et al. (2024) 38 

on line 53 of the revised manuscript: “Numerous studies utilize satellite data to calculate the sea ice 39 

albedo in the Arctic region and have published several products (Cheng et al., 2023; Key et al., 2001; 40 

Liang et al., 2013; Lindsay and Rothrock, 1994; Niehaus et al., 2024; Qu et al., 2016; Riihelä et al., 41 

2013; Stroeve et al., 2005)”.  42 

We believe this addition provides readers with important context regarding more advanced 43 

developments in the field. In our future research, we will also reference the methodologies presented 44 

in this work. 45 

 46 

Comment #2: 47 

Line 63: Wording: “have strong forward-scattering effects of direction reflectance” == > 48 

“have strong directional effects of forward scattering”. 49 

 50 

Author response: 51 

Thank you for your suggestion. On line 63 of the original manuscript, we have replaced the 52 

“have strong forward-scattering effects of direction reflectance” with “have strong directional effects 53 

of forward scattering” (revised manuscript, line 67). 54 

 55 

Comment #3: 56 



Line 73: “muti- band” == > “multi-band”. 57 

 58 

Author response: 59 

Thank you for your suggestion. On line 73 of the original manuscript, we have corrected “muti- 60 

band” to “multi-band” (revised manuscript, line 77). 61 

 62 

Comment #4: 63 

Line 80: “The rest of this paper” == > “This paper”. 64 

 65 

Author response: 66 

Thank you for your suggestion. On line 80 of the original manuscript, we have replaced “The 67 

rest of this paper is organized as follows” with “This paper is organized as follows” (revised 68 

manuscript, line 84). 69 

 70 

Comment #5: 71 

Line 114: Correct reference is Spreen et al., 2009: Spreen, G., L. Kaleschke, and G. 72 

Heygster (2008), Sea ice remote sensing using AMSR-E 89-GHz channels, J. Geophys. Res., 113, 73 

C02S03, doi:10.1029/2005JC003384. 74 

 75 

Author response: 76 

Thank you for your suggestion. On line 114 of the original manuscript, we have corrected the 77 

citation “(Melsheimer, 2019)” to “(Spreen et al., 2008)” (revised manuscript, line 122). 78 

 79 

Comment #6: 80 

Line 305: Only give meaningful number of digits, assumed 2 or 3. 81 

 82 

Author response: 83 

Thank you for your suggestion. We acknowledge the reviewer's concern regarding significant 84 



digits. Values have been rounded to 3 significant digits with citation of the original source. This 85 

preserves traceability to the original source while complying with established numerical reporting 86 

standards. 87 

On line 305 of the original manuscript, we have replaced the “and i  are empirical coefficients 88 

with values of -0.0491243, 1.06756, 0.0217075, and 0.0179505 respectively” with “ i   1, 2,3, 4i   89 

are empirical coefficients with values of -0.0491, 1.07, 0.0217, and 0.0180 respectively, derived from 90 

Key et al. (2001) and rounded to 3 significant digits according to empirical coefficient conventions.” 91 

(revised manuscript, line 318). 92 

 93 

Comment #7: 94 

Line 320: Could’nt this way STD take large values? 95 

 96 

Author response: 97 

Thank you for your question. In the original manuscript, we used the Monte Carlo method to 98 

simulate how uncertainty of the input parameters affects the retrieved albedo results. For the average 99 

angular data, we employed the standard deviation (STD) as its uncertainty (σ). We fully understand 100 

the reviewer's concern: that the initially set ±σ range might not sufficiently cover all possible input 101 

variations. To enhance the reliability of our analysis, we have rerun the Monte Carlo simulations 102 

following the suggestion. In this update, we additionally used sampling ranges of ±2σ and ±3σ for 103 

the input angle parameter. We then compared the output results from the original approach and the 104 

new approaches. 105 

Because the original dataset had too many pixels, performing a complete recalculation was 106 

extremely time-consuming. Therefore, we sampled based on the proportion of valid pixels per season, 107 

selecting a total of 50,000 samples for computation. The angles of each pixel were sampled within 108 

the ranges ±σ, ±2σ, and ±3σ, and Monte Carlo simulations were performed separately. The results are 109 

shown in the Fig. 1. Specifically: 110 

Fig. 1a presents a scatter plot comparing the simulated uncertainty results obtained using the ±σ 111 

(1-STD) range (u1) and ±2σ (2-STD) range (u2). The result exhibits a strong correlation between the 112 

results from these two sampling ranges (R² = 0.970). Fig. 1b shows a histogram of the relative change 113 



in uncertainty (Δu_rel), defined as (u2 - u1) / u1 × 100%. Key observations include: 114 

 The distribution is approximately normal, with its peak centered around 0%.  115 

 Additionally, the probability density drops rapidly to < 1% when |Δu_rel| > 25%.  116 

 Overall, approximately 89% of samples show |Δu_rel| < 10%, and 60% show |Δu_rel| < 5%. 117 

Comparisons between the 1-STD (u1) and 3-STD (u3) simulations yielded similar results (Fig. 118 

1c and 1d):  119 

 The correlation remains strong (R² = 0.947).  120 

 The distribution of Δu_rel was also approximately normal. 121 

 Other statistical indicators show only minimal differences: approximately 88% of samples 122 

have |Δu_rel| < 10% and about 59% of samples have |Δu_rel| < 5%. 123 

 124 
Figure 1. Comparison of model uncertainty results using input angular sampling ranges of ±σ, ±2σ, and ±3σ. (a) 125 
Scatter plot comparing model uncertainties obtained with the ±σ range versus the ±2σ range; (b) Histogram of the 126 
relative change in uncertainty (Δu_rel) between results from the ±σ range and the ±2σ range; (c) Scatter plot 127 
comparing model uncertainties obtained with the ±σ range versus the ±3σ range; (d) Histogram of the Δu_rel 128 
between results from the ±σ range and the ±3σ range. 129 

Overall, the results from the new approaches closely align with those from the original scheme. 130 

The findings presented in Fig. 1 indicate that during the course of this study, the model output 131 



uncertainty is not particularly sensitive to variations in the input angular data across the tested range 132 

(from ±σ to ±3σ). This demonstrates that our initial analysis results possess reasonable robustness.133 

 134 

Comment #8: 135 

Table 4: Explain STD also here for easier reading. 136 

 137 

Author response: 138 

Thank you for your valuable suggestion. We have defined the meaning of STD in Table 4. The 139 

original title of Table 4 “Uncertainties of input parameters” has been replaced with “Uncertainties of 140 

input parameters. STD is the standard deviation of each input angle”. 141 

 142 

Comment #9: 143 

Table 4: This line uses larger font than the others. 144 

 145 

Author response: 146 

Thank you for your suggestion. We have adjusted the font size in Table 4 to match the other lines. 147 

 148 

Comment #10: 149 

Line 348: Which fraction of observations does each of the ranges comprise? 150 

 151 

Author response: 152 

Thank you for raising this important point regarding the representativeness of the selected SZA 153 

ranges. We agree it's crucial to understand the coverage within these ranges. We calculated the 154 

proportion of data within each chosen SZA range:  155 

 Range 1 (55–65°) comprises approximately 28.3% of the total observations. 156 

 Range 2 (75–85°) comprises approximately 47.55% of the total observations. 157 

Together, these two ranges cover 75.85% of the total observations. These percentages show that 158 

both ranges include a significant portion of the data. This high coverage in these key ranges suggests 159 

our follow-up analysis should have sufficient data for statistically representative results. 160 



On line 348 of the original manuscript, we have replaced the “two SZA ranges were selected for 161 

further analysis: range 1 (55–65°), where uncertainty is relatively higher, and range 2 (75–85°), 162 

where the SZA is more concentrated” with “two SZA ranges were selected for further analysis: range 163 

1 (55–65°), where uncertainty is relatively higher (representing ~28.3% of samples), and range 2 164 

(75–85°), where the SZA is more concentrated (representing ~47.6% of samples)” (revised manuscript, 165 

line 383).  166 

 167 

Comment #11: 168 

Figure 5: Any comment on the increased uncertainty in the RAA directions 65° and 245°, 169 

most pronounced in Fig. 5(b), but also visible in (a)? 170 

 171 

Author response: 172 

Thank you for this valuable suggestion. Regarding Figure 5, we have revised the presentation of 173 

albedo retrieval uncertainty variations with angle bins. The description now includes the increased 174 

uncertainty observed at RAA values of 65° and 245°. These modifications provide a more accurate 175 

expression. 176 

On line 351 of the original manuscript, “In SZA range 1 (Fig. 5a), most angular bins exhibit 177 

uncertainties less than 0.02, with slightly higher uncertainty in the backward direction (RAA near 0°). 178 

The largest uncertainty, exceeding 0.1, is observed at larger VZAs in the backward directions. 179 

Similarly, in SZA range 2 (Fig. 5b), most angular bins maintain uncertainties below 0.02, with the 180 

largest values again appearing at higher VZAs in the backward directions. Additionally, a few larger 181 

uncertainties occur at higher VZAs across other RAA directions.” 182 

has been rewritten as 183 

“In SZA range 1 (Fig. 5a), uncertainty remains below 0.02 for most angular bins. For VZA less 184 

than 40°, uncertainty shows a slight increase across almost all RAA directions but generally stays 185 

below 0.03. However, when VZA exceeds 40°, uncertainty increases significantly (exceeding 0.1) in 186 

the backward scattering direction (RAA = 0°±30°). In SZA range 2 (Fig. 5b), uncertainty similarly 187 

remains mostly below 0.02, with significant increases again in the backward scattering direction for 188 

VZA greater than 40°. Additionally, isolated instances of higher uncertainty appear in other RAA 189 

directions, which indicates the need for an optimization algorithm specifically designed for large SZA. 190 



And such optimization is necessary because satellite observations typically are less reliable under 191 

large SZA conditions due to low solar radiation or obscure of clouds. Furthermore, a slight increase 192 

in uncertainty is observed around RAA = 65° and 245, although it remains within acceptable limits.” 193 

(revised manuscript, line 387) 194 

 195 

Comment #12: 196 

Line 425: “Compared to” == > “Among”. 197 

 198 

Author response: 199 

Thank you for your suggestion. On line 425 of the original manuscript, we have replaced 200 

“Compared to the Atka Bay AWSs, the MBRI albedo product also shows the best accuracy (Fig. 7g-201 

i)” with “Among the Atka Bay AWSs, the MBRI albedo product also shows the best accuracy (Fig. 202 

7g-i)” (revised manuscript, line 434). 203 

 204 

Comment #13: 205 

Line 448: Give sigma value 206 

 207 

Author response: 208 

Thank you for this insightful suggestion. We have calculated the standard deviation of the bias 209 

between each product and the in situ measurements and incorporated the results into the relevant 210 

paragraph. An annotation has also been added to Figure 9. The specific changes are as follows: 211 

On line 448 of the original manuscript, “The bias distributions for the MBRI albedo product and 212 

CLARA-A3 product are similar, clustering around zero, indicating that both products have small 213 

differences and high stability. In contrast, the bias distribution for the APP-x product is more scattered, 214 

with larger errors”  215 

has been rewritten as  216 

“The bias distributions for the MBRI albedo and CLARA-A3 product are similar, with values 217 

clustering around zero ( 0.07bias  ). In contrast, the bias distribution for the APP-x product is more 218 

scattered ( 0.136bias  ), with larger errors.” (revised manuscript, line 457). 219 



Figure 9 of the original manuscript: 220 

 221 

has been replaced with: 222 

 223 
 224 

Comment #14: 225 

Line 450: “did not participate in” == > “was excluded from”. 226 

 227 

Author response: 228 

Thank you for your suggestion. On line 450 of the original manuscript, we have replaced “it did 229 

not participate in the following comparison” with “it was excluded from the following comparison” 230 

(revised manuscript, line 460). 231 

 232 

Comment #15: 233 

Line 472: Insert something like ‘Figures 10 (b) to (d) present more examples confirming 234 

these findings.’ In order to give reason for showing them. 235 

 236 

Author response: 237 

Thank you for this valuable suggestion. To support the conclusion that “the MBRI product better 238 

reflects the rapid changes in sea ice albedo”, we have revised the relevant section. The revisions 239 

primarily involve a more detailed description of the results presented in Figure 10, while also 240 

modifying some descriptions to improve the logical flow of this part. 241 



The last two paragraphs of Section 4.2 of the original manuscript (lines 456-473), “Additionally, 242 

several albedo time series were randomly selected for comparison, as shown in Fig. 10. It is evident 243 

that the MBRI albedo product shows continuous temporal variation, demonstrating the effectiveness 244 

of albedo reconstruction under cloudy-sky condition. Taking the BSRN SYO station as an example 245 

(Fig. 10a), the observed sea ice albedo varies between 0.6 and 0.95 during this period. Between days 246 

20 and 40, the albedo increases and then decreases, while between days 70 and 100, two peaks are 247 

observed. The daily MBRI albedo time series effectively captures these changes and is consistent with 248 

the in situ measurement time series. In contrast, the CLARA-A3 product, with a 5-day resolution, is 249 

less effective at capturing the rapid changes in sea ice albedo and lacks temporal continuity. 250 

Overall, the MBRI albedo product proposed in this study demonstrates satisfactory accuracy. 251 

The accuracy of the APP-x albedo product is slightly lower, and its RMSE is basically consistent with 252 

the validation results of Key et al. (2016). Although the CLARA-A3 product also provides acceptable 253 

accuracy, its relatively coarse spatiotemporal resolution and cloud gaps make it less effective than 254 

the MBRI product in capturing detailed changes in sea ice. Therefore, it can be concluded that the 255 

performance of the MBRI albedo product is superior.” 256 

has been rewritten as  257 

“Additionally, Figure 10 presents a representative selection of albedo time series for comparison. 258 

Results indicate that after cloudy-sky albedo reconstruction, the MBRI product achieves improved 259 

continuity and completeness in the albedo time series across different stations compared to CLARA-260 

A3. The CLARA-A3 product, however, exhibits temporal gaps – notably after day 60 (Fig. 10a and 261 

10b), before day 275 (Fig. 10c), and at specific points such as day 41 at BSRN SYO (Fig. 10a) and 262 

day 287 at Atka AWS2 2012 (Fig. 10d). Owing to its higher temporal resolution, the MBRI product 263 

also aligns more closely with rapid changes in the in situ albedo time series. Examples include: (a) 264 

BSRN station (Fig. 10a and 10b): MBRI and in situ time series remain highly synchronized 265 

throughout the selected period. Around days 90-96 at SYO, the in situ albedo peaks (~0.93), while the 266 

MBRI albedo concurrently rises to approximately 0.96; both decline sharply after day 96. Peak timing 267 

and pattern are also consistent at GVN. (b) IMAU AWS17 station (Fig. 10c): Both time series oscillate 268 

initially. Between days 300-340, they synchronously rise slightly, then decrease, and rise again after 269 

day 340. (c) Atka AWS2 2012 station, the two time series exhibit coordinated fluctuations across the 270 

observation period, particularly during periods of significant albedo change (e.g., after day 330). 271 

Overall, the MBRI albedo product proposed in this study demonstrates satisfactory accuracy. 272 



The accuracy of the APP-x albedo product is slightly lower, and its RMSE is basically consistent with 273 

the validation results of Key et al. (2016). Although the CLARA-A3 product also provides acceptable 274 

accuracy, it is less effective than the MBRI product in capturing detailed changes in sea ice, as 275 

previously described, due to its relatively coarse temporal resolution and cloud gaps.” (revised 276 

manuscript, last two paragraphs of Section 4.3, lines 467-488) 277 

 278 

Comment #16: 279 

Line 500: Meaning unclear. Take out? 280 

 281 

Author response: 282 

Thank you for your suggestion. We agree that this sentence is not clear. It has been removed, as 283 

the subsequent paragraph provides more detailed spatial comparisons. 284 

 285 

Comment #17: 286 

Line 501: “It can be found that” == > It is redundant. 287 

 288 

Author response: 289 

Thank you for your suggestion. We have revised the sentence to remove redundant phrasing and 290 

enhance its coherence and clarity. 291 

On line 501 of the original manuscript, “It can be found that the albedo in the marginal ice zone 292 

and along the coastline is generally lower than in stable pack ice areas. Then, the maps of both 293 

products were zoomed in for a detailed comparison in four regions.” has been changed to “On a broad 294 

scale, both products show lower albedo in the marginal ice zone and along the coastline than in stable 295 

pack ice areas. To enable a more detailed comparison, the maps of both products were zoomed in on 296 

four regions.” (revised manuscript, line 516). 297 

 298 

Comment #18: 299 

Figure 12: Add ‘For color scale see Fig. 13.’ 300 

 301 



Author response: 302 

Thank you for your suggestion. We have added the color bar into Figure 12 as recommended. In 303 

addition, we have replaced the individual color bars in each subplot of Figure 13 with a single, shared 304 

color bar, making the figure clearer. 305 

Figure 12 of the original manuscript: 306 

 307 

has been replaced with: 308 

 309 

Figure 13 of the original manuscript: 310 



 311 

has been replaced with: 312 

 313 

 314 


