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Abstract. Surface wave dispersion curve inversion plays a critical role in both shallow geophysical exploration and deep geo-
logical studies, yet it remains hindered by sensitivity to initial models, susceptibility to local minima, and low computational
efficiency. Recently, data-driven deep learning methods, inspired by their success in computer vision and natural language
processing, have shown promising potential to overcome these challenges. However, the lack of large-scale and diverse bench-
mark datasets remains a major obstacle to the development and evaluation of such methods. To address this gap, we introduce
OpenSWI, a comprehensive benchmark dataset generated through the Surface Wave Inversion Dataset Preparation (SWIDP)
pipeline. OpenSWI comprises two synthetic datasets tailored to different research scales and application scenarios, namely
OpenSWI-shallow and OpenSWI-deep, as well as an Al-ready real-world dataset for generalization evaluation, OpenSWI-
real. OpenSWI-shallow is derived from the 2-D geological model dataset OpenFWI, containing over 22 million 1-D velocity
profiles paired with their fundamental-mode phase and group velocity dispersion curves, spanning a broad spectrum of shal-
low geological structures (e.g., flat layers, faults, folds, and realistic stratigraphy). OpenSWI-deep is built from 14 global and
regional 3-D geological models, comprising approximately 1.26 million high-fidelity 1-D velocity-dispersion data pairs for
deep earth studies. OpenSWI-real, compiled from open-source projects, contains two sets of observed dispersion curves and
their corresponding 1-D reference models, serving as a benchmark for evaluating the generalization of deep learning mod-
els. To demonstrate the utility of OpenSWI, we trained deep learning models on OpenSWI-shallow and OpenSWI-deep, and
evaluated them on OpenSWI-real. The results show strong agreement between the predicted and reference velocity models,
confirming the diversity and representativeness of the OpenSWI dataset. To facilitate the advancement of intelligent surface
wave dispersion curve inversion techniques, we release the OpenSWI dataset (https://doi.org/10.5281/zenodo.16874111) and
the SWIDP toolbox along with associated resources (https://doi.org/10.5281/zenodo.16884901), providing open resources to

support the research community.
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1 Introduction

Surface wave dispersion curve inversion is a fundamental geophysical technique for reconstructing subsurface shear wave ve-
locity profiles by fitting theoretical dispersion curves to measured data (Xia et al., 1999; Shapiro and Campillo, 2004; Wathelet
et al., 2004). It is widely applied in shallow engineering surveys, including site response and microzonation studies (Park et al.,
1999; Socco and Strobbia, 2004; Foti et al., 2014), as well as in studies of lithospheric structure and evolution at greater depths
(Shapiro and Ritzwoller, 2002; Shapiro and Campillo, 2004; Yang and Ritzwoller, 2008). In shallow subsurface investiga-
tions, this technique is valuable for identifying complex geological features such as weathering layers and overburden, while at
greater depths, it provides critical insights into tectonic evolution (Reid et al., 2025). Despite its widespread applicability, tra-
ditional inversion methods are heavily dependent on initial models and nonlinear optimization, leading to high computational
costs and susceptibility to getting trapped in local minima(Shapiro and Ritzwoller, 2002; Wathelet et al., 2004; Chen et al.,
2025). These limitations hinder their applicability to large-scale, high-resolution imaging tasks.

In recent years, rapidly developing deep learning methods have revolutionized the process of surface wave dispersion curve
inversion. These data-driven approaches leverage deep neural networks, such as fully connected networks (FNNs), convolu-
tional neural networks (CNNs), and Transformer networks, to learn the mapping between dispersion curves and subsurface
shear wave velocity profiles (Hu et al., 2020; Yablokov et al., 2021; Wang et al., 2022; Cai et al., 2022; Huang et al., 2024; Liu
et al., 2025; Jiang et al., 2025). By effectively eliminating reliance on initial models and iterative optimization, these methods
significantly improve inversion efficiency and performance (Chen et al., 2025). Once trained, the models can rapidly invert
large-scale datasets in seconds, making them well-suited for real-time applications, such as field deployment and imaging.
However, their performance and generalization ability are strongly influenced by both the quality and diversity of the train-
ing data (Luo et al., 2022). Previous research has demonstrated that large-scale, diverse datasets substantially enhance deep
model performance, particularly in scenarios with no labeled data (zero-shot learning) or limited labeled data that requiring
fine-tuning (few-shot learning) (Luo et al., 2022; Liu et al., 2025). Therefore, the development of dispersion curve datasets
that encompass representative geological features, multi-scale structures, and sufficient sample sizes is crucial for advancing
intelligent inversion methods.

Despite the importance of diverse datasets for deep learning methods, the construction of benchmark datasets specifically
for surface wave dispersion curve inversion remains limited. In contrast, other areas of seismic research have seen the suc-
cessful creation of large-scale datasets. For instance, in seismic monitoring, datasets like STEAD (Mousavi et al., 2019) and
INSTANCE (Michelini et al., 2021) contain millions of waveform data traces. Similarly, full-waveform inversion efforts have
led to the creation of model collections such as OpenFWI (Deng et al., 2021) and EFWI (Feng et al., 2023), each comprising
hundreds of thousands of geological velocity models. Seismic exploration has also benefited from the development of stan-
dardized workflows, leading to benchmark datasets like cigFacies (Gao et al., 2025) and cigChannels (Wang et al., 2025).
However, in the specific domain of surface wave dispersion curve inversion, there is still a significant lack of representative,
well-structured, and publicly accessible datasets. One of the main challenges lies in the necessity of paired dispersion curves

and velocity profiles to generate high-quality training samples. Actual observational data are often proprietary and not available
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to most of the researchers Merrifield et al. (2022). Moreover, observed dispersion curves are often compromised by limitations
in observation conditions and subjective picking, resulting in issues such as noise contamination and data gaps (Socco and
Strobbia, 2004; Bensen et al., 2007). Additionally, the non-uniqueness of the corresponding velocity profiles further com-
plicates the development of supervised models (Foti et al., 2009), making it more difficult to train deep learning algorithms
effectively.

To address these challenges, synthetic surface wave dispersion curve data have emerged as a feasible alternative. Synthetic
data, generated through a series of forward modeling processes, can effectively simulate field-observed dispersion curves.
Since the corresponding velocity profiles are known in the simulation, this method naturally avoids pairing errors. Deep neural
networks trained on synthetic data have demonstrated good applicability and inversion performance in shallow subsurface
geological exploration (Cao et al., 2020; Aleardi and Stucchi, 2021; Yablokov et al., 2021, 2023; Gan et al., 2024) and deep
structural imaging (Hu et al., 2020; Wang et al., 2022; Huang et al., 2024; Jiang et al., 2025; Liu et al., 2025). However,
existing publicly available datasets are still largely limited to specific geological features or particular regions, lacking sufficient
geological diversity and regional coverage. Given the complexity of shallow geology and the regional variability of deep
structures, constructing a synthetic dataset with greater geological complexity, broader coverage, and larger sample sizes is
essential for improving the generalization ability and practical applicability of models.

In this paper, we introduce OpenSWI, a comprehensive benchmark dataset designed for surface wave dispersion curve in-
version, developed through the dataset construction workflow SWIDP (Figure 1). OpenSWI includes two synthetic benchmark
datasets, OpenSWI-shallow and OpenSWI-deep, each tailored to different research scales and application scenarios, as well
as an Al-ready real-world dataset, OpenSWI-real, specifically for evaluating model generalization. The OpenSWI-shallow
dataset, built upon the publicly available 2-D geological model dataset OpenFWI, incorporates a broad range of geological
features, such as flat layers, faults, folds, and actual geological structures, containing approximately 22 million 1-D velocity
profiles paired with their corresponding fundamental-mode surface wave dispersion curves. This makes it the largest and most
geologically diverse dataset available for shallow subsurface studies. To further enhance structural diversity and sample vari-
ability, SWIDP integrates a Diffusion Probabilistic Model (DDPM), which learns the distribution of 2-D geological models and
allows the continuous generation of more varied shallow subsurface data. The OpenSWI-deep dataset, generated by collecting,
curating, and integrating 14 global and regional 3-D geological models, consists of approximately 1.26 million high-fidelity
1-D dispersion data samples, providing a large-scale benchmark for deep subsurface imaging tasks. OpenSWI-real, derived
from two publicly available observational datasets and their reference velocity models, is directly applicable for performance
testing and generalization validation of deep learning models in real-world applications. To evaluate the practical utility of
these datasets, we trained two Transformer-based models using OpenSWI-shallow and OpenSWI-deep, then validated them
on OpenSWI-real. Experimental results show that the inversion results of the trained models on real-world data are highly
consistent with reference models, confirming the effectiveness and representativeness of the OpenSWI datasets for real-world
applications. All datasets, along with the associated toolchain (including profile extraction, forward modeling and training ex-
amples), have been fully open-sourced, offering a reusable, high-quality benchmark platform for advancing future research in

intelligent surface wave dispersion curve inversion.
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Figure 1. Overview of the workflow for constructing the OpenSWI benchmark datasets and their application in deep learning-based surface
wave dispersion curve inversion. The workflow starts with the collection and quality control of raw data, followed by the extraction and
augmentation of 1-D velocity profiles, and the simulation of dispersion curves to generate two synthetic datasets, OpenSWI-shallow and
OpenSWI-deep, tailored for different research scales and application scenarios (blue box). To evaluate the generalization capability of deep
learning models, a real-world dataset, OpenSW1I-real, is also curated (purple box). Finally, a simple deep learning model, trained on the

benchmark datasets, is applied to real observational data, as depicted in the white box on the right.

2 Construction of the Large-scale OpenSWI Benchmark Datasets
2.1 Integrated Workflow for Dataset Construction

We present an integrated workflow for constructing large-scale benchmark datasets for surface wave dispersion curve inversion.
The workflow is designed to ensure geological diversity and realism of the data sources, employ modular and fully automated
processing, and ensure high accuracy and computational efficiency in forward modeling. It encompasses all major stages, from
the collection and standardization of raw geological models, through quality control and parameterization, to the simulation of

fundamental-mode dispersion curves, providing a reproducible pipeline for large-scale dataset generation.
2.1.1 Collection and Quality Control of Geological Models

The first step in constructing a high-quality dataset for dispersion curve inversion is the collection of representative veloc-
ity models from diverse geological settings. These velocity models were primarily obtained from open-access geological

databases and previously published studies, such as OpenFWI datasets (Deng et al., 2021)—which contain 2-D geological
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models covering various sedimentary and tectonic settings—and LITHO1.0 geological models (Pasyanos et al., 2014), pro-
viding lithospheric-scale structural information. Table 1 summarizes the original data sources employed in this study. These
rigorously curated and geologically validated models form a reliable foundation for constructing the OpenSWI datasets.
However, because the raw velocity models originated from different research groups and projects, they exhibited consid-
erable variability in several aspects, such as data characteristics (e.g., depth range, spatial resolution), parameter types (e.g.,
S-wave velocity (vs), P-wave velocity (v,), or combined shear-wave velocities in both horizontal and vertical directions (v,
and vgp)), and storage formats (e.g., .npz, .txt, or .nc). As a result, a unified quality control and standardization process
was applied to ensure data consistency and representativeness before their use. The quality control procedures included the

following steps:

1. Data correction and cleaning: Models containing missing or abnormal values (e.g., zero or NaN values in some

geological models) were corrected through interpolation or single-point removal to ensure data completeness.

2. Parameter conversion: For models that provided only v, the corresponding v, were estimated using the empirical
relationships proposed by Brocher (2005). In cases where models included v, and v, an equivalent vy was derived

using the geometric mean.

3. Plausibility verification: Geological structures within the models were systematically examined to remove anomalies

inconsistent with geological principles or unsuitable for forward modeling.

These quality control measures substantially improved the accuracy and applicability of the geological models, thereby
providing a robust and standardized data foundation for dispersion curve forward modeling and subsequent machine learning

model training.
2.1.2 Extraction and Parameterization of 1-D Velocity Profiles

After completing the quality control and standardization of the geological models, the next step was to construct 1-D velocity

profiles suitable for forward modeling. As illustrated in Figure 2, this process involved multiple stages, including profile extrac-

tion from 2-D or 3-D geological models, removal of redundant samples, structural rationalization, and parameter completion.
Each 1-D profile contains key physical parameters extending from the surface to the target depth range, including depth,

S-wave velocity (vs), P-wave velocity (v,), and density (p). The procedure is described as follows:

1. Extraction and de-duplication of 1-D profiles: Vertical 1-D v, profiles were extracted from 2-D geological cross-
sections and 3-D geological models at each surface grid point (or a selected subset of grid points). In some geological
models, particularly those with horizontally layered structures, duplicate or nearly identical profiles were identified.

These duplicates were removed to ensure each sample was both unique and representative.

2. Structure refinement of 1-D profiles: To enhance numerical stability during forward modeling, abnormally thin layers
or those with extreme velocity values were merged or smoothed. This step minimized non-physical artifacts in the

simulations and improved the physical plausibility of the 1-D models.
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Table 1. Original data sources used in constructing the OpenSWI datasets, summarizing dataset categories (e.g., OpenSWI-shallow,

OpenSWI-deep, and OpenSWI-real), references, primary geological settings (e.g., Flat, Flat-Fault, Fold, Fold-Fault, and Field) or geo-

graphic coverage (e.g., global, China, Europe, the United States), recorded velocity parameters (e.g., P-wave velocity v,, S-wave velocity

vs, combined shear-horizontal velocity vsn, and shear-vertical velocity vs., ), as well as the size of the raw data, expressed as N velocity pro-

files x M model variables x 2-D velocity model shape (for OpenSWI-shallow) or L layers (for OpenSWI-deep and OpenSWI-real).

Geological Feature

Group Reference Datasets Model Variable Model Size
/Cover Region
OpenFWI-FlatVel A Flat Up 30,000 x 1 x 70 x 70
OpenFWI-Flat-FaultA Flat + Fault Up 54,000 x 1 x 70 x 70
OpenSWI
Deng et al. (2021) OpenFWI-Curve Vel Fold Up 30,000 x 1 x 70 x 70
shallow
OpenFWI-Fold-Fault Fold + Fault Up 54,000 x 1 x 70 x 70
OpenFWI-StyleA Field Up 67,000 x 1 x 70 x 70
Pasyanos et al. (2014) LITHO1.0 Global depth, vs 40,962 x 2 x 96
Xin et al. (2019) USTClithol.0 China depth, vs 9,125 x 2 x 12
Shen et al. (2013) Central-and-Western US USA depth, vs 6,803 x 2 x 72
Shen et al. (2016) Continental China China depth, vs 4,516 x 2 x 400
Xie et al. (2018) US Upper-Mantle USA depth, vs 3,678 x 2 x 600
Lu et al. (2018) EUcrust European depth, vs 43,520 x 2 x 80
Berg et al. (2020) Alaska Alaska depth, vs 19,408 x 2 x 156
Cubuk-Sabuncu et al. (2017)
CSEM-Europe European depth, vsp, Vsy 21,931 x 3 x 61
Blom et al. (2020)
Eastern
Blom et al. (2020) CSEM-Eastmed depth, vsh, Vsy 12,782 x 3 x 81
Mediterranean
OpenSWI
Western
deep Fichtner and Villasefior (2015) CSEM-Iberian depth, vsh, Vs 9,102 x 3 x 81
Mediterranean
Colli et al. (2013) CSEM-South Atlantic South Atlantic depth, vsh, Vs 7,371 x 3 x 51
Rickers et al. (2013) . .
CSEM-North Atlantic North Atlantic depth, vsh, Vs 14,541 x 3 x 51
Krischer et al. (2018)
Simuté et al. (2016) CSEM-Japan Japanese Island depth, vsh, sy 14,641 x 3 x 61
Fichtner et al. (2009)
CSEM-Astralasia Australasian depth, vsh, Vs 4,131 x 3 x 51
Fichtner et al. (2010)
OpenSWI Fu et al. (2022) LongBeach USA depth, vs 5,297 x 2 x 241
real Xiao et al. (2024) CSRM Continental China depth, vs 12,901 x 2 x 145
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3. Interpolation and standardization: Uniform layer-thickness interpolation was applied to ensure model consistency

135 across different application scenarios. For shallow subsurface models, layers were resampled at 40 m intervals, whereas

for deep-Earth models, a coarser 1 km interval was adopted. This standardization facilitated large-scale batch processing

and streamlined integration with deep learning frameworks. We note, however, that some studies may prefer non-uniform

layer-thickness schemes (e.g., finer resolution in the shallow part and coarser resolution at greater depths). To support

such flexibility, users can easily regenerate alternative dataset versions using the original construction scripts we provide.

140 4.

Completion of Other Physical Parameters: To derive complete physical models, v, and p were computed as follows.

For depths < 120 km, empirical relationships from Brocher (2005) were used to estimate v, and p based on known v

values, ensuring physical consistency. For depths > 120 km, where empirical formulas are less applicable, a constant

Poisson’s ratio of 1.79 was assumed to calculate v, from v, with p subsequently derived from v, using Brocher’s

empirical relationship (Brocher, 2005).

145 Through these steps, we generated a comprehensive collection of 1-D velocity profiles characterized by geological diversity,

physical consistency, and numerical stability.
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Figure 2. Workflow for extracting and parameterizing 1-D velocity profiles. The upper row shows the process for OpenSW1I-shallow, derived

from multiple 2-D geological cross-sections, while the lower row illustrates the process for OpenSWI-deep, based on curated 3-D geological

models. The workflow includes profile extraction, de-duplication, structure refinement, interpolation, standardization, and parameter conver-

sion to generate depth, v, (blue), v, (red), and p (green) for forward modeling of surface wave dispersion curves.
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2.1.3 Augmentation of Velocity Models for Geological Diversity

Although the 1-D velocity profiles extracted and transformed from the aforementioned 2-D and 3-D geological models already
surpass those used in previous studies in both quantity and diversity, they still cannot fully capture the complete range of
geological types and their characteristic variations. To further broaden the dataset’s representativeness and establish a scalable
data construction workflow, we designed and implemented multiple data augmentation strategies based on the original 2-D

geological profiles and the processed 1-D velocity models, as outlined below:

1. Perturbation-based augmentation of shallow 1-D velocity profiles: For near-surface geological models, controlled
perturbations were applied to both velocities and layer thicknesses while preserving the overall layer structure, thereby
enhancing variability across different geological scenarios. The procedure includes: (1) extracting the primary layers
from the 1-D profiles; (2) applying random perturbations with constrained amplitudes to the velocity and thickness of
each layer; and (3) performing structural plausibility checks on the perturbed profiles, followed by interpolation and
parameter conversion as detailed in Section 2.1.2 to ensure physical and numerical validity. The top row of Figure 3

illustrates the augmentation workflow and the resulting variations for a representative 1-D profile.

2. Feature-aware augmentation of deep 1-D velocity profiles: For deep geological structures characterized by distinct
geophysical interfaces (e.g., the Moho discontinuity), we implemented a feature-aware perturbation strategy to improve
model sensitivity to key geological boundaries. The procedure involves: (1) identifying the Moho interface in each 1-
D profile; (2) fitting the crustal and mantle layers above and below the interface with cubic spline functions, where the
number of spline nodes is randomly selected between 3—6 and 8—12, respectively; and (3) applying random perturbations
to the velocity values at the spline nodes, followed by curve smoothing and re-interpolation to generate new deep velocity
profiles. The bottom row of Figure 3 illustrates the complete workflow and resulting variations for a representative 1-D

profile.

3. Generative-model-based augmentation of 2-D geological models: To further enrich geological feature diversity and
enable scalable dataset expansion tailored to user needs, we employed deep generative techniques, such as diffusion
probabilistic models (DDPMs, Ho et al. (2020)), using the 2-D geological cross-section data collected in Section 2.1.1.
These models learn spatial feature distributions and synthesize additional 2-D geological models with improved geolog-
ical consistency and structural diversity. This component of the workflow is described in greater detail in the subsequent

section on shallow-subsurface dataset construction.

These augmentation strategies substantially enriched the dataset in terms of geological types, structural complexity, and the
representation of key features. As a result, they provide deep learning models with more diverse and comprehensive training

samples, thereby improving generalization and robustness when applied to complex geological settings.
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Figure 3. Illustration of data augmentation and forward simulation examples. The top row shows perturbation-based augmentation applied

to OpenSW1I-shallow data, which increases variability in shallow 1-D velocity profiles. The bottom row shows feature-aware perturbation

applied to OpenSWI-deep data, focusing on key structural features such as the Moho discontinuity. Thick lines represent the original 1-D

profiles and their corresponding dispersion curves, while thin lines represent the augmented profiles and dispersion curves.

2.1.4 Forward Modeling of Surface-wave Dispersion Curves

Based on the constructed 1-D velocity profiles, we employed efficient geophysical forward modeling tools to generate the

corresponding surface-wave dispersion curves. Forward modeling is a critical step in dataset construction, ensuring that the

simulated dispersion curves faithfully capture the propagation characteristics of surface waves in different subsurface media.

The workflow comprises three main components:

— Defining the period range of dispersion curves: In practice, the period range and sampling points of observed disper-

sion curves vary considerably. To enhance the diversity and applicability of the dataset, we designed a hybrid sampling

strategy for constructing the period axis. This strategy integrates uniform, random, and logarithmic sampling, with in-

creased sampling density in the high-frequency range (Wang et al., 2023b; Liu et al., 2025). Such design ensures broad
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coverage of surface-wave responses across different period bands, improving both the representativeness and utility of

the simulated data.

— Forward computation of dispersion curves: The forward modeling of surface wave dispersion curves fundamentally

involves numerically solving the dispersion equation across a range of frequencies (f), where frequency is defined as

190 the reciprocal of the period T (i.e., f = 1/T), to determine the corresponding phase velocity ¢ for each mode (Thomson,
1950; Haskell, 1953; Liu et al., 2024). This process can be formulated as a root-finding problem for the dispersion

function D:
D(c, f,m) =0, (D

where m denotes the elastic parameters of the layered medium, and D encapsulates the frequency-dependent behavior
195 of wave propagation in this structure. Solving Eq. (1) for each frequency yields the phase velocity dispersion curve ¢(f)

(also denoted as vphase), Which characterizes the propagation speed of each harmonic component of the wavefield.

In addition to phase velocity, the group velocity vgroup, Which describes the propagation speed of wave packets, is a
critical quantity for surface wave analysis. It is obtained as the derivative of angular frequency w = 27 f with respect to

wavenumber &, and can be expressed in terms of the phase velocity as:

200 Vgroup = 3—: =c(f)— fdid(ff)

The group velocity curve complements the phase velocity curve by offering additional sensitivity to subsurface structure

2

and is especially useful in tomographic and inversion applications where energy transport characteristics are of interest.

For each 1-D velocity model, we used the Python library Disba (https://keurfonluu.github.io/disba), adapted from the
classical seismological software package Computer Programs in Seismology (CPS) (Herrmann, 2013), to
205 compute the dispersion curves. This tool efficiently calculates the fundamental-mode phase-velocity and group-velocity
characteristics of Rayleigh waves and outputs complete period—velocity pairs (period, phase velocity, and group velocity)

for each velocity model, ensuring comprehensive information for inversion tasks.

— Parallelization and computational acceleration: Given the large scale of the dataset, we implemented multi-process
parallelization and matrix-based batch processing to significantly improve computational efficiency. These optimizations
210 enabled the simulation of hundreds of thousands to millions of dispersion curves within a practical timeframe, meeting

the data requirements of deep learning applications.

This workflow produced a large-scale, quality-controlled dataset of surface-wave dispersion curves. Figure 3 showcases
examples of dispersion curves from the OpenSWI-shallow and OpenSWI-deep datasets. These simulated data provide a solid
foundation for training deep learning—based inversion models, facilitating applications in resource exploration and imaging of

215 Earth’s internal structure.

10
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Table 2. Comprehensive summary of the OpenSWI dataset, describing its categories (OpenSW1I-shallow, OpenSWI-deep, and OpenSWI-

real), associated period ranges (seconds, s), depth ranges (kilometers, km), and sampling intervals (kilometers, km), as well as the extracted

and augmented 1-D velocity profiles (depth, vy, vs, p), expressed as N profiles x M model variables x L layers.

Group Datasets Period Range (5) Depth Range (km)/ Extracted 1-D Augmented 1-D
Depth Interval (km) Velocity Profiles Velocity Profiles
Flat 0.1-10 0-2.8/0.04 29,379 x 4 x 70 1,490,415 x 4 x 70
Flat+Fault 0.1-10 0-2.8/0.04 292,933 x 4 x 70 2,925,151 x 4 x 70
OpenSWI Fold 0.1-10 0-2.870.04 295,751 x 4 x 70 2,952,975 x 4 x 70
shallow Fold+Fault 0.1-10 0-2.8/0.04 537,751 x 4 x 70 5,369,692 x 4 x 70
Field 0.1-10 0-2.8/0.04 2,338,248 x 4 x 70 9,345,103 x 4 x 70
All 0.1-10 0-2.8/0.04 3,494,062 x 4 x 70 22,083,336x 4 x 70
LITHO1.0 1-100 0-300/ 1.0 40,959 x 4 x 300 24,5771 x 4 x 70
USTClithol.0 1-100 0-300/ 1.0 9,125 x 4 x 300 54,750 x 4 x 70
Central-and-Western US 1-100 0-300/1.0 6,803 x 4 x 300 40,818 x 4 x 70
Continental China 1-100 0-300/1.0 4,516 x 4 x 300 27,096 x 4 x 70
US Upper-Mantle 1-100 0-300/ 1.0 3,678 x 4 x 300 22,061 x 4 x 70
EUcrust 1-100 0-300/ 1.0 43,520 x 4 x 300 261,155 x 4 x 70
Alaska 1-100 0-300/1.0 19,408 x 4 x 300 116,448 x 4 x 70
OpenSWI
CSEM-Europe 1-100 0-300/ 1.0 21,931 x 4 x 300 131,586 x 4 x 70
decp CSEM-Eastmed 1-100 0-300/1.0 12,782 x 4 x 300 76,692 x 4 x 70
CSEM-Iberian 1-100 0-300/ 1.0 9,102 x 4 x 300 54,612 x 4 x 70
CSEM-South Atlantic 1-100 0-300/ 1.0 7,371 x 4 x 300 44,226 x 4 x 70
CSEM-North Atlantic 1-100 0-300/ 1.0 14,541 x 4 x 300 87,246 x 4 x 70
CSEM-Japan 1-100 0-300/1.0 14,641 x 4 x 300 87,846 x 4 x 70
CSEM-Astralasia 1-100 0-300/1.0 4,131 x 4 x 300 24,786 x 4 x 70
All 1-100 0-300/1.0 212,508 x 4 x 300 1,275,093 x 4 x 70
OpenSWI LongBeach 0.263 - 1.666 0-1.4/0.04 5,297 x 4 x 35 -
real CSRM 8-70 0-120/1.0 12,901 x 4 x 120 -
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2.1.5 Open-source Implementation

To promote reproducibility, scalability, and community engagement, we developed a standardized Python toolkit named
SWIDP (Surface Wave Inversion Dataset Preparation pipeline). Built upon the key procedures described in Sections 2.1.1-2.1.4,
SWIDP encapsulates core functionalities such as the extraction and parameterization of 1-D velocity profiles, data augmenta-
tion, and large-scale dispersion curve simulation.

By automating these processes, it enhances the efficiency, transparency, and consistency of dataset preparation. Designed
with a modular architecture, SWIDP allows users to flexibly reuse or extend specific components, facilitating seamless adap-
tation to diverse research needs. Example codes are provided in Appendix A and B. The full source code is openly available at
https://doi.org/10.5281/zenodo.16884901 (Liu, 2025b) and https://github.com/liufeng2317/OpenSWI, enabling both academic

and industrial users to adopt and further develop the toolkit.
2.2 OpenSWI-shallow: Large-scale Benchmark for Complex Shallow Geology
2.2.1 Building Geological Model Foundations from OpenFWI

To establish a representative benchmark dataset for shallow-subsurface surface-wave dispersion curve inversion, we con-
structed a comprehensive collection of 2-D velocity models with diverse geological structures derived from the OpenFWI
dataset (Deng et al., 2021). These models encompass five primary geological categories: flat layers (Flat), flat layers with faults
(Flat-Fault), folded layers (Fold), folded layers with faults (Fold—Fault), and field-style models (Field) inspired by realistic
observations. Each category contains approximately 30,000, 54,000, 30,000, 54,000, and 67,000 samples, respectively. All
models share a grid resolution of 70 x 70 with a spatial sampling interval of 40 m, ensuring sufficient detail to capture the
complexity and variability of shallow-subsurface geological features.

Based on these 2-D models, we systematically extracted a large number of 1-D velocity profiles according to the geological
characteristics of each geological categories. To enhance the dataset’s diversity and coverage, each original 1-D profile was
augmented 4 to 10 times by independently applying perturbations of up to 10% in layer thickness and 5% in velocity. Fol-
lowing these perturbations, plausibility checks and interpolation adjustments were performed to ensure physical consistency
and numerical stability. The final dataset comprises over 22 million 1-D velocity models spanning all geological categories.
Detailed statistics of both the extracted and augmented profile counts for each category are summarized in Table 2.

Forward modeling of fundamental-mode Rayleigh-wave dispersion curves was then conducted for all 1-D models. Given
that the maximum depth of these profiles is approximately 2.8 km, the simulated period range was defined from 0.2 s to
10 s, with 100 period points sampled per curve. To improve period coverage and model generalization capability, the sampling
points were selected using a hybrid strategy combining uniform, random, and logarithmic sampling, contributing 50, 30, and 20
points, respectively. Each dispersion curve includes period, phase-velocity, and group-velocity information, serving as training
and validation data for subsequent deep learning applications.

Figures 4 and 5 showcase the representativeness and statistical properties of the OpenSWI-shallow dataset. Figure 4 il-

lustrates the diverse geological scenarios covered by the dataset through representative 2-D velocity models, systematically
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extracted 1-D profiles, and their augmented variants, together with the corresponding phase and group velocity dispersion
curves. Figure 5 further summarizes the large-scale statistical distributions of profiles and dispersion characteristics across
all geological types, highlighting the dataset’s substantial improvements in structural diversity, distributional coverage, and

suitability for data-driven surface wave inversion studies.
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Figure 4. Representative samples from the OpenSWI-shallow dataset. The top two rows present original 2-D velocity models for five
geological types: Flat, Flat—Fault, Fold, Fold—Fault, and Field. The middle two rows show the corresponding extracted 1-D velocity profiles
(bold black lines) and their augmented variants (thin colored lines). The bottom two rows display the simulated Rayleigh-wave dispersion

curves, with phase velocities shown in pink and group velocities in blue.
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Figure 5. Statistical characteristics of the OpenSWI-shallow dataset. Distribution of 1-D velocity profiles and corresponding dispersion

curves for each geological style: (a) Flat, (b) Flat-Fault, (c) Fold, (d) Fold-Fault, (e) Field. The black lines represent the mean, and the shaded

regions indicate the £1 standard deviation range. Panel (f) summarizes the mean and variance across the five geological subsets.

2.2.2 Continual Expansion of Geological Structures with DDPM

Although the proposed OpenSWI-shallow dataset constructed from OpenFWI substantially improves geological structural

diversity compared with existing dispersion curve datasets, it still cannot fully capture the complete range of velocity structure

types observed in real subsurface settings. To further enhance the dataset’s scalability in terms of structural complexity and

geological representativeness, we incorporated a deep generative module based on Diffusion Probabilistic Model (DDPM),

specifically designed for the shallow subsurface within the 0—3 km depth range.

This module uses 2-D velocity models from OpenFWI as training data to develop multiple DDPMs, which learn the distribu-

tional characteristics of different geological structures. Starting from Gaussian noise, the DDPMs iteratively generate velocity
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models with realistic structural features, consistently reproducing faults, folds, and complex sedimentary units. Compared with
traditional manual or perturbed augmentation, the DDPM-generated data provide clear advantages in structural continuity, ge-
ological realism, and controllable scalability, significantly expanding the foundational velocity model library (Ho et al., 2020;
Wang et al., 2023a; Taufik et al., 2024). Details of the DDPM design and training are provided in Appendix C, and the code
has been publicly released with the SWIDP pipeline for reproducibility.

Figure 6 illustrates the continual expansion of the OpenSWI-shallow dataset using the DDPM module. The diffusion model
progressively transforms Gaussian noise into geologically realistic 2-D velocity models through a 1000-step denoising process,
from which representative 1-D profiles are extracted and used to simulate Rayleigh-wave dispersion curves. This diffusion-
based augmentation strategy substantially enriches the structural diversity and spatial coverage of the dataset, thereby improv-

ing the generalization capability of deep learning models.

Denoising Diffusion Probabilistic Models Generation OpenSWI Dataset Building
¥ o ET o i o

t=1000 Velocity Dispersion R
DDPM Sampling SWIDP i

\ 4

Figure 6. Continual expansion of the OpenSWI-shallow dataset using a diffusion-based generative module. The left panel illustrates a 1000-
step denoising trajectory, where Gaussian noise is progressively transformed into 2-D velocity models with realistic geological structures.
The right panel presents representative 1-D velocity profiles extracted from the generated models, along with their corresponding Rayleigh-

wave dispersion curves simulated using the SWIDP pipeline.

15



275

280

285

290

295

300

Earth System
Science

Data

https://doi.org/10.5194/essd-2025-502
Preprint. Discussion started: 5 November 2025
(© Author(s) 2025. CC BY 4.0 License.

Open Access
suoIssnasIqg

2.3 OpenSWI-deep: Global Coverage Benchmark for Deep Earth Imaging

Building upon the shallow-subsurface benchmark dataset introduced in Section 2.2, we further extended the OpenSWI frame-
work to deeper Earth structures. However, for the deeper Earth structure, systematic datasets of regular velocity models remain
largely unavailable. To address this gap, we compiled a collection of representative 3-D velocity models from published liter-
ature and geophysical studies. This collection includes one global-scale model and 13 high-resolution regional models, each
constructed using different methodologies and data sources to maximize geological representativeness and geophysical appli-
cability. Figure 7 shows the spatial distribution of these 14 models with horizontal slices at a depth of 60 km.

Among them, LITHO1.0 provides global information on the crust and upper mantle, encompassing sedimentary layers,
crust, lithosphere, and asthenosphere, at a spatial resolution of 1°(Pasyanos et al., 2014). This model is widely used in seismic
tomography and as a reference Earth model. USTClithol.0, derived from double-difference tomography using seismic data
from the Chinese National Seismic Network, resolves crustal and upper mantle structures down to 150 km depth at a horizontal
resolution of 0.5°, supporting studies of regional deep structures (Xin et al., 2019). The Central and Western US (Shen et al.,
2013) and Continental China (Shen et al., 2016) models integrate ambient noise and teleseismic surface waves with receiver
function data and apply a Bayesian Monte Carlo inversion to image crust and upper mantle structures to 150 km depth at
0.5°resolution. The US Upper Mantle model uses long-period Rayleigh wave ambient noise and Markov chain Monte Carlo
inversion to map shear-wave velocities down to 300 km across the continental United States (Xie et al., 2018). Similarly, the
EUCrust model, based on four years of ambient noise data from 1,293 broadband stations, resolves the European crust and
uppermost mantle with high resolution using Bayesian nonlinear methods (Lu et al., 2018). The Alaska model combines data
from over 200 Transportable Array stations and integrates Rayleigh wave ellipticity, phase velocity, and receiver functions,
using Markov chain inversion to image structures from the upper mantle to near-surface depths (140 km) (Berg et al., 2020).

We also included several regional models from The Collaborative Seismic Earth Model Project (CSEM), constructed through
full-waveform inversion (Fichtner et al., 2006, 2013, 2018). These cover Europe (Cubuk-Sabuncu et al., 2017; Blom et al.,
2020), the Eastern and Western Mediterranean (Blom et al., 2020; Fichtner and Villasefior, 2015), the South and North Atlantic
(Colli et al., 2013; Rickers et al., 2013; Krischer et al., 2018), the Japanese Islands (Simuté et al., 2016), and Australasia
(Fichtner et al., 2009, 2010). These models are characterized by high resolution and structural consistency and are widely used
for deep Earth imaging and geodynamic research.

All collected 3-D velocity models underwent quality control, including duplicate removal, anomaly detection, gap interpo-
lation, and format homogenization to ensure consistency for dataset construction. From the processed models, we extracted
approximately 212,508 1-D velocity profiles, with detailed statistics for each data source provided in Table 2. To further in-
crease diversity, each profile was augmented five times using a hierarchical strategy: the depth of the Moho discontinuity was
first identified, and profiles were divided into crust and upper mantle sections. Each section was parameterized using cubic
spline curves, with 3—-6 control nodes for the crust and 6-12 nodes for the upper mantle, followed by random perturbations

of the nodes to introduce structural variations. This augmentation preserved key geological features (e.g., the Moho interface)
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while significantly expanding the coverage and variability of the model library, ultimately yielding approximately 1.26 million
305 augmented 1-D velocity models.

For each 1-D profile, we simulated fundamental-mode Rayleigh-wave dispersion curves over a 1-100 s period range, sam-
pling 300 points using a combination of uniform, random, and logarithmic strategies (50, 30, and 20 points, respectively). Each
dispersion curve, together with its associated velocity profile, constitutes a complete input—output pair for subsequent deep
learning model training and validation. Figure 8 illustrates representative 1-D velocity profiles and their corresponding disper-

310 sion curves from the regional models, highlighting the relationships between velocity structures and surface-wave propagation
under diverse geological conditions. These results provide high-quality initial data support for global geophysical imaging

across different regions and scales.
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Figure 7. Spatial distribution of the 14 velocity models compiled for the OpenSWI-deep dataset. The collection includes one global-scale
model and 13 high-resolution regional models obtained from published literature and geophysical studies. Horizontal slices at a depth of

60 km are shown to illustrate their geographic coverage and tectonic diversity.
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Figure 8. Representative samples from the OpenSWI-deep dataset. The first and third rows show 1-D velocity profiles extracted from the

14 sub-datasets, where the mean velocity model is indicated by a solid black line. The second and fourth rows display the corresponding

fundamental-mode Rayleigh-wave dispersion curves over a 1-100 s period range, with the mean phase and group velocities shown in pink

and blue, respectively.

2.4 OpenSWIl-real: Al-ready Real-world Dataset for Generalization Testing

In addition to the large-scale synthetic velocity profile-dispersion curve datasets designed for model training, we curated

multiple Al-ready real-world dispersion curve datasets to assess the adaptability and generalization capability of deep learning

methods under practical geophysical conditions.

The first dataset is derived from the dispersion curve data processed by Fu et al. (2022) in the Long Beach region of the

United States. As shown in Figure 9(a), over 5,200 short-period nodal stations were deployed between January and June 2011,
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Figure 9. Overview of the OpenSWI-real dataset. (a) Station deployment for the Long Beach dataset in Southern California. (b) Representa-
tive observed phase velocity dispersion curves (purple dashed lines) and reference velocity models (black lines) from traditional inversion. (c)
Distribution of selected grid points in the CSRM dataset across continental China, with background color denoting velocity at 70 km depth.
(d) Representative examples from the CSRM dataset showing observed group (blue) and phase (purple) velocity curves and corresponding

reference 1-D velocity profiles (black).
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primarily for oilfield surveys (Lin et al., 2013), with an average station spacing of approximately 0.1 km. To achieve ade-
quate spatial resolution, the dense array was divided into multiple subarrays, each with a 2 km radius. Dispersion curves were
extracted automatically using a deep neural network after the frequency—Bessel (F-J) transform was applied to compute the
frequency—phase velocity spectrum for each subarray. Figure 9(b) shows representative observed dispersion curves from 9 sta-
tions (purple dashed lines), together with 1-D reference shear-wave velocity profiles (black solid lines) obtained via traditional
inversion methods. This dataset contains only phase velocity data, without group velocity information. After standardized pro-
cessing, it comprises observed dispersion data from 5,297 stations (period range: 0.263-1.666 s) and corresponding reference
velocity models (depth range: 0—1.4km, interpolated at 40 m intervals).

The second dataset originates from the China Seismological Reference Model Project (Wen et al., 2023; Xiao et al., 2024).
Xiao et al. (2024) collected continuous seismic records from multiple networks, including the China National Seismic Network
(CNSN), the China Seismic Array (ChinArray), and the Public Data Management Center (PDMC), spanning 4,196 seismic
stations in total. Ambient noise cross-correlations between station pairs produced 639,171 empirical Green’s functions, from
which dispersion curves were extracted using frequency—time analysis. Additionally, 54,792 event—station dispersion curves
were retrieved from 226 regional seismic events recorded by 1,463 stations. After gridding and quality control, the data were
consolidated into 20,514 grid points and standardized to a period range of 870 s. To ensure reliability, we retained 12,901
grid points with at least 20 sampled period points. The resulting Al-ready dataset contains observed dispersion curves at these
grid points (period range: 8-70 s) and their corresponding reference velocity models (depth range: 0—-120 km, interpolated at
1 km intervals). Figure 9(c) shows the spatial distribution of the selected grid points across continental China, with background
colors indicating the reference model velocity at 70 km depth. Figure 9(d) presents nine representative grid points, displaying
observed dispersion curves (blue: group velocity; purple: phase velocity) and corresponding reference velocity profiles (black

solid lines) derived from the traditional inversion results of Xiao et al. (2024).

3 Deep-learning-based Framework for Surface-wave Inversion
3.1 Transformer-based Architecture for Dispersion Curve Inversion

Deep learning-based surface-wave dispersion curve inversion seeks to learn a nonlinear mapping from input dispersion curves
(including period, phase velocity, and group velocity) to corresponding 1-D subsurface shear-wave velocity profiles. In this
study, we adopt a widely used Transformer-based architecture (Figure 10a) to enable end-to-end inversion (Liu et al., 2025;
Jiang et al., 2025). The input to the model is a 3 x N dispersion curve matrix, where the 3 rows represent period, phase
velocity, and group velocity, and N denotes the number of sampled points. The model initially embeds the input via three
separate 1 x 1 convolutional neural network (CNN) layers, yielding a feature representation of size 3 x N x E, where FE is
the feature dimension. These embedded features are then processed through multiple Transformer blocks, which employ self-
attention mechanisms to capture long-range dependencies across the dispersion curves. This global context modeling enhances

the stability and accuracy of inversion results. Finally, a feature projection layer maps the global features extracted by the
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Transformer to a velocity profile of length M, where M corresponds to the number of target depth layers, producing the final
inversion output.

Given that the period range and target depth in real observational data vary, and that the maximum inversion depth strongly
correlates with the observed period range, we incorporate the depth-aware strategy proposed by Liu et al. (2025) during training.
This approach dynamically computes the maximum wavelength (period multiplied by velocity) for each input and adaptively
determines the effective output depth range, thereby suppressing predictions at irrelevant depths and improving inversion
accuracy. For the loss function, we adopt the Mean Squared Error (MSE), calculated exclusively over the effective depth
range between predicted and ground-truth velocity profiles. To enhance robustness against noise and missing data commonly
encountered in practice, we simulate these effects during data loading by adding 3% random Gaussian noise and randomly

masking 10% of the dispersion data points.
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Figure 10. (a) The architecture of the deep neural network (Transformer) used in this work for surface wave dispersion curve inversion. The

Training (blue) and validation (red) loss curve on the (b) OpenSWI-shallow, and (c) OpenSWI-deep datasets. The learning rate curve are

presents in the inner figure with purple line.

Regarding training configuration, we use a larger batch size of 2048 and limit training to 100 epochs for the shallow dis-
persion dataset (OpenSWI-shallow) to optimize large-scale training efficiency. For the deeper dataset (OpenSWI-deep), a

smaller batch size of 512 and up to 1000 epochs are employed. To avoid overfitting and reduce unnecessary computation, we
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adopt an early stopping strategy, terminating training when the validation loss does not improve for 30 consecutive epochs for
OpenSWI-shallow and 50 epochs for OpenSWI-deep. Both datasets are trained using the Adam optimizer, combined with a
learning rate scheduler that integrates warm-up and step decay strategies to enhance training stability. During warm-up, the
learning rate increases linearly from 1 x 1079 to 1 x 10~* over approximately 2 epochs for OpenSWI-shallow and 10 epochs
for OpenSWI-deep. In the subsequent step decay phase, the learning rate is reduced to 75% of its value every 20 epochs for
OpenSWI-shallow and every 200 epochs for OpenSWI-deep. Figures 10b and 10c present the training and validation error
curves for both datasets alongside their corresponding learning rate schedules.

Model performance is first evaluated on the test sets by comparing predicted and ground-truth velocity profiles using Root
Mean Squared Error (RMSE). Beyond this quantitative validation, the trained models are applied to real observational data to
assess their generalization capabilities. Instead, we compare the synthetic and observed dispersion curves to compute the misfit

errors, and assess the inversion quality by analyzing the distribution of these errors, including their mean and variance.
3.2 Large-scale Training with the OpenSWI-shallow and OpenSWI-deep Datasets

To comprehensively assess the effectiveness of the proposed deep neural network model for surface wave dispersion curve
inversion, we conducted systematic training on both the OpenSWI-shallow and OpenSWI-deep datasets. Detailed architec-
tural hyperparameters are provided in Appendix D. To ensure balanced representation across the training, validation, and test
subsets, we employed stratified sampling strategies. Specifically, for the OpenSWI-shallow dataset, stratification was based
on geological structure types (Flat, Flat-Fault, Fold, Fold-Fault, and Field), using a 90%/5%/5% split. For the OpenSWI-deep
dataset, stratification was performed by geographic regions of the source models, following the same partitioning ratio.

During training, both training and validation errors were continuously monitored, as illustrated in Figure 10b and c. For
both datasets, the error curves demonstrate stable convergence, suggesting that the model effectively captures the nonlinear
relationship between surface wave dispersion curves and subsurface shear-wave velocity profiles. After training, evaluation
on the held-out test sets yielded RMSE values of 0.1467 km/s for OpenSWI-shallow and 0.048 km/s for OpenSWI-deep,
indicating that the predicted velocity models closely match the ground-truth profiles and confirming the model’s high inversion
accuracy under varying geological conditions.

Representative inversion results from both datasets are shown in Figures 11a and 11b, further demonstrating the model’s
capability to reconstruct subsurface velocity structures with high fidelity, including at greater depths. These results validate
the generalization ability and practical applicability of the proposed method across diverse geological settings. It is worth
noting that OpenSW1I-shallow includes significantly more samples than OpenSWI-deep and encompasses a wider variety of
geologically diverse and structurally complex velocity models. Consequently, achieving optimal performance on this dataset
demands more specialized architectural designs and training strategies. While the model maintains strong overall inversion
quality, it tends to oversmooth regions characterized by strong heterogeneity or abrupt structural changes, resulting in slightly
muted responses in complex geological zones. This smoothing effect highlights current limitations in resolving fine-scale
structural features and underscores the need for future enhancements, such as structure-aware regularization or multi-scale

modeling techniques, to improve the representation of intricate subsurface variations.
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(a) Inversion Results on the OpenSWI-shallow Dataset (b) Inversion Results on the OpenSWI-deep Dataset
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Figure 11. Representative inversion results on the test subsets of (a) OpenSWI-shallow and (b) OpenSWI-deep. The black lines represent

the ground-truth velocity profiles, while the red lines denote the predicted results obtained by the trained neural network.

3.3 Generalization Testing on Real-world Observations Using OpenSW]I-real

To evaluate the generalization capability of deep neural networks trained entirely on synthetic data, we directly applied the
pretrained models to the OpenSWI-real dataset, which includes two representative real-world regions: Long Beach (shallow)
and CSRM (deep).

In the shallow case, we used phase velocity dispersion curves from 5,297 stations in the Long Beach area as input to the
shallow inversion network. The model generated a 1-D S-wave velocity profile for each station, which were then assembled
into a 3-D velocity model of the region. Figure 12a presents horizontal slices of the predicted model at depths of 100 m, 200 m,
400 m, and 600 m, alongside the corresponding reference model. Figure 12b compares selected 1-D profiles from both models.
Notably, despite the complete absence of Long Beach data during training, the model successfully reconstructs key subsurface
velocity structures. In particular, the predicted profiles at 100 m and 200 m show excellent agreement with the reference
model. Figure 12c shows the observed dispersion curves (black), as well as synthetic curves generated from the reference
model (blue) and the neural network predictions (red). To quantitatively evaluate inversion performance, we computed the
misfit between observed dispersion curves and those derived from the predicted velocity profiles. Figure 12d summarizes the
error distributions. For the reference model, the mean and variance of the misfit are —33.9m/s and 14.7(m/s)?, respectively,
whereas the neural network predictions yield a mean misfit of 1.8m/s and a variance of 18.1(m/s)?. These results demonstrate
that the pretrained model generalizes effectively to real observational data and, in many cases, even outperforms the reference

model, particularly in shallow geological settings.
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Figure 12. Generalization performance on real-world Long Beach data from the OpenSW1I-real dataset. (a) Reference (Fu et al., 2022) and
predicted v; slices at depths of 100, 200, 300, and 600 m. (b) 1-D v, profiles at nine representative locations, with reference and predicted
models shown in blue and red, respectively. (c) Comparison of phase velocity dispersion curves, including observed curves (black), synthetic
curves from the reference model (blue) and the predicted model (red). (d) Error distributions of phase velocity with respect to observed

curves, based on synthetic dispersion curves from the reference (blue) and predicted (purple) models.

For the deep case, we applied the pretrained deep inversion network to both phase and group velocity dispersion curves at
12,901 grid points provided by the CSRM project (Wen et al., 2023; Xiao et al., 2024). Figure 13a compares the predicted and
reference velocity structures at depths of 20 km, 40 km, 60 km, and 80 km. Figure 13b shows 1-D profile comparisons at nine
representative grid points, where black lines denote the reference models and red lines indicate the neural network predictions.
Figure 13c presents the observed dispersion curves (black), along with synthetic curves generated from the reference model
(blue) and the predicted models (red). Figure 13d displays the distribution of misfits between synthetic and observed dispersion

curves across all grid points. The reference model achieves a mean misfit of —72.9m/s with a variance of 65.5(m/s)?, while the
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neural network results exhibit a mean misfit of 24.8m/s and a lower variance of 49.6(m/s)?. These findings suggest that the
trained network can recover deep crustal velocity structures with accuracy comparable to, or better than, that of the reference
model—even without any fine-tuning on real data.

In summary, these experiments confirm the strong generalization ability of the proposed method across a broad range of geo-
logical settings and depth regimes. More importantly, they highlight the effectiveness of the OpenSWI dataset series in enabling
the training and evaluation of deep learning-based inversion techniques. With its extensive geological diversity, structural com-
plexity, and broad spatial coverage, the OpenSWI dataset provides a solid foundation for learning transferable representations.
As demonstrated, the resulting models can produce high-quality inversion results on real-world observations without retrain-
ing or domain adaptation, positioning OpenSWI as a valuable benchmark for advancing deep learning in realistic geophysical

applications.

4 Discussion

The OpenSWI dataset marks a substantial advancement in the development of Al-ready benchmark datasets for surface wave
dispersion curve inversion. Compared to existing public datasets, OpenSWI offers significantly larger scale, broader spatial
coverage, and enhanced geological diversity. Specifically, the OpenSWI-shallow subset contains over 22 million 1-D velocity
profiles and their associated dispersion curves representing shallow subsurface structures (depths < 3 km), while the OpenSWI-
deep subset comprises approximately 1.28 million samples covering deeper Earth structures down to 300 km. In addition, the
OpenSWI-real dataset provides real-world observational data for validating inversion methods under practical conditions. This
comprehensive suite enables robust evaluation of machine learning—based approaches across synthetic and real data scenarios.
Furthermore, a complete dataset construction toolkit, SWIDP, is released alongside the dataset, allowing users to flexibly
generate customized datasets tailored to specific research needs.

Experimental results show that deep learning models trained exclusively on synthetic data from OpenSWI exhibit strong
generalization to real-world observations, even without fine-tuning. This underscores the importance of large-scale, high-
fidelity synthetic datasets in overcoming the challenges posed by the limited availability and annotation complexity of real
seismic data. Practically, this indicates that reliable inversion results can be obtained even in regions with sparse or low-quality
observations, thereby lowering the threshold for deploying machine learning models in real-world geophysical applications.

Despite these strengths, several limitations remain. First, the derivation of v, and p from v, through empirical relationships
may introduce systematic biases, especially in regions with complex or atypical geological structures (Brocher, 2005). Second,
although OpenSWI spans a wide array of tectonic and geological environments, it still underrepresents certain extreme (e.g.
anisotropic media, fluid-saturated layers) or geodynamically active (e.g. mid-ocean ridges, highly deformed orogenic belts)
settings, limiting its applicability in those areas. Third, the current dataset focuses primarily on fundamental-mode Rayleigh
wave dispersion curves and does not incorporate higher modes or additional geophysical observables (e.g., ellipticity, receiver

functions), which constrains its utility for joint inversion frameworks (Liu et al., 2024; Jiang et al., 2025). Lastly, although
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respect to observed curves, based on synthetic dispersion curves from the reference (blue) and predicted (purple) models.
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OpenSWI incorporates a degree of noise and data incompleteness, it does not fully capture the complexities of real-world
measurements, including uncertainties in source characteristics, instrument responses, and acquisition-related biases.

Future developments can be pursued along several interrelated directions. First, expanding the dataset’s geographic coverage
and geological diversity, particularly in tectonically extreme regions, would broaden its applicability. Second, integrating data
across different modes, period ranges, and geological settings could enable more robust inversion approaches and improve
transferability across regions. Third, incorporating additional real observational data to construct datasets suitable for hybrid or
transfer learning would further enhance model generalization in field applications. Finally, including higher-mode dispersion
curves and complementary geophysical observables would support more comprehensive multi-modal and multi-physics inver-
sion strategies. We envision OpenSWI as a long-term, evolving community resource that will continue to drive data-driven

advances in surface wave inversion and geophysical imaging.

5 Conclusions

In this study, we present OpenSWI, the first Al-ready benchmark dataset at the tens-of-millions scale specifically designed for
surface wave dispersion curve inversion, along with a complete data generation toolkit, SWIDP. The dataset encompasses both
shallow and deep subsurface velocity structures across a wide range of geological settings. Its large scale, geological diver-
sity, and standardized formats for velocity profiles and dispersion curves provide a robust foundation for evaluating machine
learning—based inversion methods. Experimental results show that models trained entirely on synthetic data from OpenSWI
can generalize effectively to real-world observations, highlighting the dataset’s practical value in improving the robustness
and applicability of data-driven inversion approaches. Future developments will focus on expanding the dataset’s geographic
and geological coverage, incorporating additional geophysical observables to support more complex joint inversion tasks, and
explore deeper integration with real observational data. We expect OpenSWI to serve as an open, continuously evolving com-
munity resource that promotes reproducible research and supports the broader application of machine learning methods in

geophysical imaging.

6 Code and data availability

All codes, datasets, and experimental results in this study are publicly available to ensure reproducibility, validation, and fur-
ther development. The Python toolkit SWIDP, available at https://doi.org/10.5281/zenodo.16884901 (Liu, 2025b) and https:
//github.com/liufeng2317/OpenSWI, provides modules for 1-D velocity profile extraction and augmentation, layer parame-
ter conversion, dispersion curve computation, and 2-D velocity model augmentation using diffusion models. The OpenSWI
dataset, comprising OpenSWI-shallow, OpenSWI-deep, and OpenSWI-real, is released in a unified format with
complete metadata, accessible via https://doi.org/10.5281/zenodo.16874111 (Liu, 2025a) and https://huggingface.co/datasets/
LiuFeng2317/OpenSWI. Deep learning training codes, pretrained model weights, and experimental results are also openly

shared to support future research and applications.
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# Import all core functions from the SWIDP package
from SWIDP import =

# initialize the model

model = SWIModel ()

# Step 1: Data extraction and duplication removal
# 1-1: Load velocity model
model.load_openfwi_velocity_model ()

# 1-2: Extract velocity profiles

model. get_velocity_profiles ()

# 1-3: Convert units (e.g., m/s to km/s)

: model.convert_unit ()

# 1-4: Remove duplicates

: model. unique_profiles ()

# 1-5: Convert vp to Vs

: model . transform_vp_to_vs ()

# Step 2: Data augmentation
# 2-1: Merge adjacent layers with similar vs

model . combine_same_vs ()

:# 2-2: Remove thin layers

model.remove_thin_layer ()
for i in range(augment_times):
# 2-3: Perturb velocity and layer thickness
model . perturb_vs_depth ()
# 2-4: Interpolate to original depth
model. interpolate_profile ()
# 2-5: Generate full velocity model
model . transform_vs_to_vel_model ()
# Step 3: Compute dispersion curves
# 3-1: Generate period samples
model . generate_mixed_samples() # uniform, random,
# 3-2: Calculate dispersion curves
model. calculate_dispersion ()
# Step 4: Save data

model.save_velocity_model () # [depth, vp, vs,

model.save_dispersion_curves () # [period, phase velocity,

and logarithmic

density ]

sampling

group velocity]
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# Import all core functions from the SWIDP package

from SWIDP import =

# initialize the model

model = SWIModel ()

# 1-1 load velocity profiles

model. extract_velocity_profiles ()

# 1-2 interpolate velocity profiles

model. interpolate_velocity_profiles ()

# 1-3 combine thin layers (remove extremely thin layers)

model.combine_thin_sandwich ()

:# 1-4 smooth velocity profiles (optional)

model . smooth_vs_by_node_interp ()

:# 2. find moho depth

model . find_moho_depth ()

: # 3-1 augment velocity model (Crust—Moho—Mantle)

model . augment_crust_moho_mantle ()
# 3-2 transform velocity model to velocity model
model . transform_vs_to_vel_model ()

# 4-1 generate mixed samples

: model. generate_mixed_samples () # uniform, random, and logarithmic sampling
: # 4-2 calculate dispersion curves
: model. calculate_dispersion ()

:# 5. save velocity model and dispersion curves

model . save_velocity_model () # [depth, vp, vs, density]

: model.save_dispersion_curves () # [period, phase velocity , group velocity]
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Appendix C: Diffusion Probabilistic Models for Continually Augmenting the OpenSWI-shallow Subsets
C1 Introduction to Denoising Diffusion Probabilistic Models (DDPMs)

Denoising Diffusion Probabilistic Models (DDPMs) are a class of powerful generative models that progressively refine noisy
data to generate realistic outputs (Ho et al., 2020; Taufik et al., 2024). The core principle of DDPMs involves a two-step
diffusion process: a forward process in which noise is progressively added to the data, and a reverse process in which the
model learns to remove the noise and recover the original data distribution. In this study, DDPMs are applied to model and
augment geological structures within the OpenFWI dataset (Deng et al., 2021), which consists of five subsets: FlatVel-A,
FlatFault-A, CurveVel-A, CurveFault-A, and Style-A. These subsets represent various subsurface geophysical features, and
by learning their distribution characteristics, DDPMs are capable of generating new, physically plausible velocity models that

exhibit complex geological features such as faults, folds, and field-style structures.
C2 Core Principle of DDPM

DDPMs are based on two main processes:

— Forward diffusion: Starting from an input data point, Gaussian noise is progressively added in multiple steps, trans-

forming the data into pure noise.

— Reverse diffusion: The model learns to reverse this process, starting from random noise and progressively denoising it

to recover the underlying data distribution.

The reverse denoising process is learned by training a neural network to predict the noise added at each diffusion step. The
objective is to minimize the difference between the predicted noise and the actual noise, enabling the model to generate realistic

data that follows the original distribution. Formally, the training loss function is defined as:

T
L(6) = Eqgx) [Zlee(xm) - eﬂ] (e}
t=1

where €y is the predicted noise at step ¢, and ¢, is the actual noise added during the forward diffusion process.
For further details on the DDPM methodology, please refer to Ho et al. (2020). Additionally, an implementation of DDPM
in PyTorch is available at https://github.com/lucidrains/denoising-diffusion-pytorch.

C3 Model Architecture and Training Configuration
The DDPM model used in this study follows a U-Net architecture with the following key components:

— U-Net architecture: A convolutional neural network with an encoder-decoder structure. The encoder reduces the spatial
resolution, and the decoder restores it to the original resolution (64 x 64). The architecture includes residual blocks and

batch normalization.
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— Noise schedule: A linear noise schedule is applied during the forward diffusion process, where the variance of the

Gaussian noise increases progressively with each step (total 1000 steps).
— Optimizer: Adam optimizer with a learning rate of 1e~%, 8, = 0.9, and 3, = 0.999.

— Training duration: The model was trained for 5000 epochs with a batch size of 256.

The training objective is to minimize the difference between the predicted and actual noise added during the forward diffu-

sion process, as described by the loss function in the previous section.
C4 DDPM sampling and OpenSWI-shallow datasets Generation

After training, the DDPM model is used for continuous data augmentation by generating new velocity models. This process
involves sampling Gaussian noise and running the reverse diffusion process to produce realistic velocity models. The gen-
erated models reflect a variety of subsurface features, such as faults and complex sedimentary structures, ensuring physical
plausibility.

To facilitate the integration of the DDPM-generated models into the OpenSWI-shallow dataset, we provide a set of tools in
the SWIDP pipline. These tools enable the extraction and conversion of the DDPM sampling results into 1-D velocity models,

as required by OpenSWI-shallow. The process includes the following key steps:

DDPM sampling: The DDPM model generates new velocity models by progressively denoising random Gaussian noise.

Denormalization: The generated models, initially in normalized form, are denormalized to match the required velocity

range.

Profile extraction and rationalization: The velocity models are then extracted into 1-D velocity profiles and rational-

ized to ensure geological consistency.

Dispersion curve calculation: The rationalized 1-D velocity profiles are used to calculate the corresponding dispersion

curves, which are essential for surface wave inversion tasks.

By continually generating new data and performing the above operations, the OpenSWI-shallow dataset is augmented with a
diverse set of realistic velocity profiles, further expanding the dataset’s coverage and variability for improved inversion model

robustness.
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Table D1. Transformer-based Network Architecture for Different Datasets
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Dataset Input Shape | Embedding Dim. | Transformer Blocks | Attention Heads | Output Shape
OpenSWI-shallow 3 x 100 64 3 8 1 x70
OpenSWI-deep 3 x 300 128 3 8 1 x 300

Note: The input shape consists of three features: period, phase velocity, and group velocity. The output shape corresponds to the shear-wave velocity (vs).
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