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Dear editor,

The authors are grateful to the editor and all reviewers for their time and energy in providing
helpful comments that have improved the manuscript. In our revised paper, we further re-
checked all revisions and performed grammatical corrections to help readers understand our
manuscript easier.

In this document, reviewer’ comments have been addressed point by point. Referee comments
are shown in black italics and author responses are shown in blue regular text and revised
version of the manuscript is shown in green text.

Best regards,
On behalf of all co-authors,
RunZhuo Fang

Reviewer #1
General comments:

The manuscript presents the Integrated Multi-source Polar Meso-Cyclone Tracks (IMPMCT)
dataset based on both ERAS5 reanalysis and remote sensing data during winter in the Nordic
Sea, demonstrates clearly the workflow of this method, and compares the results with existing
manually identified and reanalysis-based track datasets. There remains a clear need for
establishing a more comprehensive tracking dataset capable of capturing PMCs throughout
their lifecycle due to their impacts on human activities and regional climate change. The
manuscript is generally well-organized, and the figures effectively communicate the results
while being concise. However, there are a few aspects where the presentation could be
improved. The detailed comments are listed below, and I encourage the authors to make the
necessary adjustments to improve the study.

Major comments:

1. The present study utilized a series of datasets, including ERAS reanalysis, AVHRR data
andQuikSCAT/ASCAT data, which have different spatial and temporal resolutions, and these
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data are stored with different projections/grids. How are these multi-source datasets treated in
the cyclone tracking algorithm to maintain consistency? Please clarify.

Re: Thank you very much for your inquiry. We fully understand your concern about the data

matching method and the accuracy of the tracking algorithm. Issues such as spatial-temporal

resolution and potential representativeness errors are indeed key issues that must be handled
carefully in dataset establishment. We provide the following detailed explanations:

(1) data matching

- ERAS5-AVHRR Matching: Vortex centers from ERAS5 (hourly vorticity fields) were
matched to AVHRR cloud features within a 1-hour window and 250-km radius. AVHRR
data validated genuine cyclone evolution. Trajectories were excluded if AVHRR temporal
resolution was insufficient to confirm evolution or if the average matching distance
exceeded 150 km.

-  QuikSCAT/ASCAT: Wind data supplemented cyclone attributes but did not drive
identification. Matches to AVHRR were constrained to a 30-minute window. Scan
timestamps are provided for error assessment.

(2) data grids:

We used a VCI(Vortex-Centered Infrared) grid, which is a conformal projection grid. This
grid has mutually perpendicular meridians and parallels, with shape invariance under
translation, and local equidistant characteristics. It preserves local isotropy and enables
consistent spatial calculations

2. Line 164: ERAS data. How accurate are the ERA-5 fields used in the analysis of the Nordic
Sea? What are the known biases? As the authors did not repeat their method with other
reanalysis datasets to test the robustness of their results, I would suggest declaring the known
biases of ERAS in this part.

Re: Your reminder is very important, which helps to improve the rigor of the study. We have
added descriptions about the quality of ERA5 regarding meteorological elements related to
polar mesocyclones in the Nordic Sea in the revised version.
This additional ERAS data description is now described in the revised version of the manuscript:
ERAS reanalysis dataset demonstrates robust performance in representing meteorological
fields over the Nordic Seas, such as sea level pressure, air temperature, and humidity (Graham
et al., 2019; Moreno-Ibanez et al., 2023; Yao et al., 2021). Most notably, its effective
characterization of cold air outbreaks has been proven to correlate closely with the timing and
location of PLs (Meyer et al., 2021). However, beyond the previously mentioned
underestimation of near-surface strong winds in Section 1, Wang et al. (2019) found ERAS data
exhibits a warm bias over Arctic sea ice during winter and spring, which makes it difficult to
accurately simulate the frequently occurring strongly stable boundary layers prevalent in winter
and early spring. Consequently, the intensity of PMCs near the sea ice edge might be
overestimated. Nevertheless, more accurate total precipitation and snowfall data in ERAS
(Wang et al., 2019) significantly benefits the representation of enhanced latent heat release
mechanisms associated with PLs (Moreno-Ibafez et al., 2021).

3. Line 262: To maximize the inclusion of potential PMCs, we implement more lenient vortex
detection criteria compared to Stoll et al. (2021). The selected criteria seem to be very subjective.
Importantly, how sensitive are the results to subjective criteria such as the “vorticity peak
threshold”, “isolated vortex threshold”? Have the authors conducted sensitivity tests, and what
metrics were used to evaluate the robustness of the results? Please include this.

Re: Your suggestion is very important. Following your advice, we have deleted the statement
that directly adopts lenient criteria to avoid confusing readers. Meanwhile, we have added a
subsection "3.1.3 Sensitivity experiments of vortex identification parameters", in which we
supplemented two groups of sensitivity experiments on vortex identification parameters. We
also calculated the matching rates of vortex tracks obtained from different parameter sets with
other PL lists.

Through the experiments, we found that:



- Lowering the vorticity peak threshold ({mave) increased detection of weak vortices
(lifespan +3 hrs) and nearly doubled capture of moderately weak systems.

- Reducing the isolation threshold (y) improved sensitivity to splitting events but shortened
mean vortex lifespan by ~2 hrs due to increased transient sub-vortices.

- Experiment a was chosen to maximize weak-PMC inclusion and validation against PL
datasets (Table S2) shows the lenient-threshold vortex tracks consistently yield higher
matching rate.

This additional Sensitivity experiments is now described in the revised version of the

manuscript:

To evaluate the sensitivity of vortex identification parameters, we conducted three
sensitivity experiments with the following configurations, each designed to test the impact of
varying key thresholds (;qx0 ($mino) and ¥ on vortex detection:

1) Experiment a (lenient thresholds): {ppaxo = 1.2X10% 87, {pino = 1.0x10% s, y =
0.15;

2) Experiment b (intermediate thresholds): {axo = 1.2X10% 8, pino = 1.0x107 577,
y =0.25;

3) Experiment c¢ (strict thresholds, following Stoll et al. 2021): {paxo= 1.5%10* 57,
Cmino = 1.2x10* s, y =0.25

The influence of threshold variations on vortex detection characteristics was
systematically evaluated by analyzing differences in the number of identified vortex tracks,
their lifespans, and their vorticity across the three experiments. As shown in Fig. 7, threshold
adjustments predominantly affected vortices exhibiting maximum vorticity (Cuemax) less than
2x10™ s7', with distinct impacts observed for changes in {400 versus y. The principal
findings are:

First, focusing on the impact of {40 (by comparing Experiment b, which uses a lenient
Cmaxo»> With Experiment ¢, which uses a strict {y,4,0), We found that the lenient threshold in
Experiment b captured an additional 8,077 weak-vorticity tracks (with Cumax < 1.5x107* s71).
This adjustment also extended the mean lifespan of detected vortices by approximately 3 hours.
Under the 6-hour minimum lifespan criterion—used to filter transient disturbances—this
extension nearly doubled the detection rate of moderately weak vortices (1.5%107* §71 < {max <
2x10™ s71), highlighting the importance of {40 In capturing less intense but persistent
systems.

Second, examining the role of y (by comparing Experiment a, which uses a lenient v,
with Experiment b, which uses an intermediate y) revealed that the lenient y threshold in
Experiment a increased the count of weak-to-moderate vortices (1.5%107* s < Cymax < 3%107*
s!). This increase was attributed to enhanced sensitivity to vortex splitting events, though it
came with a trade-off: the mean lifespan of detected vortices was reduced by approximately 2
hours, likely due to more frequent identification of short-lived sub-vortices during splitting

Given the objective of constructing a comprehensive dataset capturing the full spectrum
of PMCs, including weaker systems potentially omitted by stricter criteria, the parameter set
from Experiment a was ultimately selected. This configuration yielded the highest number of
vortex tracks, thereby ensuring the inclusion of marginally intense or transient PMCs and
providing a more robust foundation for subsequent analysis. Validation of these results against
established polar low datasets is presented in Section 4.
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Figure 1 Sensitivity analysis of vortex identification parameters across different maximum track vorticity groups:
(a) number of identified tracks, (b) mean track lifetime.

This matching rate of the reanalysis-based track dataset with different vortex identification
parameters compared to other PL track datasets is now described in the revised version of
supplement Table S2:

Matching rate(%) with

Experiment Track counts

Stoll Rojo Noer
a 59975 93.68 69.73 87.72
b 52708 92.04 68.11 86.84
c 33622 87.39 61.35 80.70

4. It seems a YOLO (You Only Look Once) object detection algorithm is employed to detect
and extract cyclonic cloud characteristics. This description of this procedure could be improved
in my opinion. The authors start by generally describing the structure of the YOLOv8-obb
model on line 377, with so many acronyms. However, the specific process by which this
algorithm works to detect cloud features was oversimplified in the following paragraph.

Re: Thank you for your comment. We simplified the YOLOv8-obb-pose description by
removing technical acronyms (e.g., decoupled head module) and retained only the framework
overview. Algorithm details are deemphasized as YOLO is established. Meanwhile, we have
supplemented detailed examples of the algorithm's recognition results to help readers
understand and reproduce the relevant recognition process more easily, as shown in Figure 10.:

The network architecture of the YOLOvS8-obb-pose model comprises three main



components: Backbone for multi-dimensional feature extraction, Neck for enabling multiscale
feature fusion, and Head for extracting cyclone type, center coordinates, and oriented bounding
box parameters (e.g., length, orientation). As shown in Fig. 10, the YOLOvS8-obb-pose model
successfully detects two spiral clouds (Fig. 10a) and two comma-shaped clouds (Fig. 10b) in
VCI images, with oriented bounding boxes,cyclone type and center points marked.

(a) detected spiral clouds (b) detected comma clouds
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Figure 2: Examples of cyclonic cloud detection using the YOLOvVS8-obb-pose model: (a) two spiral clouds detected
in a VCI image and (b) two comma-shaped clouds detected in a VCI image. The oriented bounding boxes for spiral
clouds are shown in purple, and for comma-shaped clouds in blue. The centers of the cyclones are marked with green

points. The cyclone type and detection confidence are displayed above each bounding box.

Additionally, a description of how to process the detection results to extract cyclone
information is added. This helps clarify the role of the YOLOv8-obb model within the overall
algorithmic workflow:

For each detected cyclone, the center coordinates and the four vertices of the oriented
bounding box are converted back to geodetic coordinates using the inverse of Eq. (1) and (2).
The lengths of the four sides of the bounding box are calculated using the haversine formula,
with the cyclone's length (width) defined as the mean size of the two long (short) sides of the
rectangle. The geographic coordinates of the cyclone center are then used for subsequent
matching with vortex centers.

5. When comparing the results from the IMPMCT to existing identified PL lists from previous
studies, the authors give the difference in parameters and plot them. It is more appropriate to
conduct a significance test between two samples in order to statistically validate the accuracy.
Re: Your opinion is very important. In comparing with other datasets, in addition to parameter
difference indicators, consistency is also an important verification goal. Since there is no
absolutely accurate true value dataset, we adopted the Bland-Altman analysis method for
comparison. This method provides an intuitive and easy-to-understand way to evaluate the
consistency of measurement values of the same object obtained by different technical means.
If the distribution of differences between the two measurement results is normal, 95% of the
differences should be within +1.96 times the standard deviation of the differences, and we call
this interval the 95% limits of agreement. This method evaluates the degree of agreement
between the two methods by quantifying the mean difference (bias) and limits of agreement
(LoA). If the vast majority of differences fall within the limits of agreement, it can be
considered that the two methods have good consistency. Results show:
- 95% of differences in vortex/cyclone properties fall within £1.96 SD of the mean
difference (Sec. 4; Table 3; Fig. S1).
- Small biases exist (e.g., mean difference: —6.8 km in vortex diameter; 0.3 hPa in SLP),
attributable to methodology differences.



This additional consistency test is now described in the revised version of the manuscript:

To statistically validate the agreement between IMPMCT and the Stoll (2022) dataset and
Rojo list regarding vortex and cyclone properties, we performed Bland-Altman analysis (Bland
and Altman, 1999). This method assesses the agreement between two measurement techniques
by quantifying the mean difference (bias) and the limits of agreement (LoA), defined as the
mean difference + 1.96 standard deviations of the differences. A summary of the Bland-Altman
analysis for key properties is presented in Table 3. The corresponding Bland-Altman plots,
illustrating the distribution of differences against the average values for each property, are
provided in Supplementary Fig. S1. As shown in Table 3, the vortex properties derived from
ERAS reanalysis data exhibit a slight systematic bias compared to other datasets. This bias is
likely attributable to differences in computational methods. Critically, the Bland-Altman
analysis confirms strong agreement, with approximately 95% of the differences for each
property falling within the respective 95% limits of agreement (Table 3, last column),
supporting the consistency between the datasets.

Table 1 Property difference between IMPMCT and other PLs list

Propert Matched Mean Standard Deviation % Points
perty number Difference of Differences within LoA
850 hPa relative

vorticity (10° s) 21281 0.61 2.15 95.1
SLP (hPa) 14522 0.3 0.76 95.7

vortex equivalent
diameter (km) 21281 -6.8 39.46 93.7
track-max near-sur_tl“ace 47 027 483 95.2

wind speed (m s™')

cyclone cloud diameter
892 6.76 121 94.7
(km)

This additional consistency test plotting is now described in the revised version of the
supplyment:
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Figure S3 Bland-Altman analysis of Property Differences Between IMPMCT and Other PL list.(a) 850 hPa relative
vorticity, (b) vortex equivalent diameter, (c) SLP, (d) cyclone cloud diameter.The x-axis represents the mean
property value of IMPMCT and the other dataset; the y-axis represents the difference in properties (IMPMCT minus
PL list). Point color indicates Gaussian kernel density. The black dashed line denotes the zero line. The red solid
line indicates the mean difference of the sample properties. The upper and lower green dashed boundaries represent
the limits of agreement (LoA), defined as the mean difference + 1.96 standard deviations of the differences.*Note:
Differences for properties (a), (b), and (c) are comparisons between IMPMCT and the Stoll (2022) dataset, whereas
(d) uses the Rojo list. The difference analysis for track-max near-surface wind speed is not shown due to insufficient

sample size.



6. Figure issues

- Specify what is plotted in Figure 1 in the name of the colorbar, same comments for Figure
3b, and Figure 7.

- The green star symbols denoting the local vorticity maxima are hard to read when overlaid
on the AVHRR infrared imagery. Please change the color or enlarge the symbols. Same
comments for stars in Figure 10b and wind vectors in Figure 11.

- The unit of the colobar in Figure 7a should be 1e*s™

- Colorbar labels added to Figs. 1, 3b, 8.
- Symbols were enlarged for visibility (Figs. 1, 8, 10b, 12).
- Unit corrected in Fig. 8a to 104s™.

These figures have been modifiedied in the revised version of the manuscript:
& a sample of PMCs (b) a sample of PLs
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Figure 4: Two AVHRR satellite images. (a) A PMC in Barents Sea. (b) A PL in Norwegian Sea. The yellow stars
mark the centers of these two cyclones.

(a) Relative vorticity at 850hPa (b) AVHRR infrared image
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Figure 5: (a) 850 hPa relative vorticity field obtained by ERAS data. (b) AVHRR infrared imagery concurrent with
the time step in (a). The shading represents 850 hPa relative vorticity smoothed over a uniform 60 km radius and
local vorticity maxima are marked by green star symbols, while regions enclosed by solid black contours denote the
unpartitioned-vortex zone.



(a) Rel vorticity at 850hPa and slp field (b) AVHRR infrared image
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Figure 6: Two examples of VCI image generation. For the two vortices shown in (a), the AVHRR IR image (b)
reveals a polar low located to the east of vortex 1 and vortex 2. This polar low exists simultaneously in the VCI
images centered on vortex 1 and vortex 2 (c, d). The shading in (a) represents 850 hPa relative vorticity smoothed
over a uniform 60 km radius, with gray contour lines indicating sea-level pressure at 10 hPa intervals. The centers
of vortex 1, vortex 2, and the polar low are respectively marked by green, red, and yellow stars.
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Figure 7: (a) A matched vortex track and cyclone track and (b) partial corresponding VCI images. For (a), blue solid
line represents the vortex track at hourly resolution, while grey solid line with green points depicts the cyclone track
points formed in VCI images that correspond one-to-one with vortex points. The color of the track points indicates
the magnitude of relative vorticity at each vortex point. For (b), the cyclone develops sequentially from left to right
and top to bottom, with scan intervals between images approximately six hours apart.




(b) a cyclone with weak local wind speed

(a) a cyclone with strong local wind speed
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Figure 8: VCI images overlaid with near-surface wind speeds for cyclones exhibiting strong (a) and weak (b) local
impacts on near-surface wind conditions. Color shading represents QuickSCAT-measured 10m near-surface wind
speeds, with green arrows indicating corresponding wind vectors. Yellow borders denote the cyclones’ bounding
oriented box. Blue and red circular borders respectively represent the short and long search ranges. Yellow and red
stars indicate the cyclone center and maximum wind speed point locations.

Minor comments:
1. Lines 41-42: Add references about this statement.
Re: We have supplemented two relevant references and revised some expressions at

“Polar Mesoscale Cyclones (PMCs) are mesoscale cyclonic weather systems that frequently
occur over open waters or sea-ice edges in regions poleward of the main polar front zones
(Condron et al., 2006; Rasmussen and Turner, 2003).”

2. Lines 59-61: Add references about this statement or remove it as it seems irrelevant to the
core points of this paragraph.

Re: We have removed the initial broad statement about the effectiveness of remote sensing.
Starting directly with the core distinction criteria better aligns with the paragraph’s main
purpose: “Cyclonic cloud morphology and surface wind fields serve as the primary criteria...”

3. Lines 129-131: Moreover, fundamental questions persist regarding the differences in
formation mechanisms between PMCs and PLs, and whether PMCs can transition into
PLs under specific meteorological conditions. This question seems not to be addressed.

Re: The speculative sentence on PMC-PL transition mechanisms was deleted.

4. Line 138: Winter should be defined here rather than in the Data part.

Re: The seasonal coverage of the data has been added to both the Abstract
and Introduction.

5. Line 140: “multi-dimensional” to “multiple”

Re: Done.

6. Line 161: “sourced” to “obtained”

Re: Done.



Re:
10.

Re:

Line 169: delete “for atmospheric, land, and ocean variables”

: Done.

Lines 191- 192: Notably, QuikSCAT data spans only 1999-2009, while ASCAT has
remained operational since 2010. Rephrase to: QuikSCAT operated from 1999 to 2009,
whereas ASCAT has continued operations since 2010.

: Done.

Lines 281-284: “Specifically, for a vortex at a given time step, its ideal point after
experiencing a time step under the steering wind influence is first calculated A search
radius of 180 km is then applied around this estimated location to facilitate vortex
tracking in subsequent time steps..” Should be two separate sentences.

Done.

Lines 293-294: Rephrase to: If no spatially connectable vortices are identified in adjacent
time steps, the vortex is classified as being terminated.

Done.

Lines 316-319: Rephrase to: Building upon the lenient vorticity identification criteria
established in prior analysis, a substantial population of vortex tracks has been identified
within the reanalysis dataset. This collection encompasses not only cyclonic systems but also
terrain-induced shear flows, low-pressure troughs, and small-scale atmospheric disturbances.

Re:

Done.

12. Line 373: Delete “deliberately”

Re:

11.

Re:

12.

Re:

13.

Done.

Lines 391-393: Rephrase to: To ensure prediction stability, particular emphasis is placed
on maintaining consistent oriented bounding box annotations and center point positions
across similar evolutionary phases of cyclonic cloud morphologies.

Done.

Linee 409-413: Rephrase to: To remove duplicate records, we implement a selection
criterion: for any cluster of detections from the same AVHRR infrared scan (with cyclone
centers <50 km apart), only the detection whose center is nearest to the VCI image center
is retained.

Done.

Lines 453-455: Rephrase to: To reduce the influence of strong winds in the cyclone core,
we use the 75th percentile of wind speeds within the extended search radius as the
environmental advection speed (reference value).

: Done.

. Lines 484-485: Rephrase to: All reference datasets are spatially and temporally co-located

with our derived tracks, retaining only those persisting for >3 hours.

: Done.
. Line 526: “extraneous” to “irrelevant”

: Done.



16. Line 545: Rephrase to: Additionally, since the dataset includes remote sensing images of
cyclones, users can easily verify the accuracy of cyclone properties and make necessary
adjustments based on their specific use cases.

Re: Done.
17. Line 568: “these categories” to “them”

Re: Done.

Reviewer #2

General comments:

The manuscript describes a great data set and a laudable effort to construct such data base of
PL and MPC tracks based on ERAS and satellite data. However, the characteristics and hence
value of the data set is scientifically unclear. For existing similar track data sets, it is
investigated how these are matched. It occurs that only a marginal set of points in the data base
is characterized in the manuscript by these existing sets. Moreover, these appear the easiest
tracks to capture, hence the value of most of the tracks remains unclear. This is associated with
the fact that I miss a critical scientific assessment of the tracks generated. The manuscript
appears subjective, rather than rigorous. There are ways to verify PL and MPC tracks with
observations of atmospheric dynamics, in particular wind scatterometers. The use of
scatterometers in this manuscript is rather unclear from a dynamic perspective and poor. In the
least, the manuscript should be scientifically clarified and the pros and cons of the methodology
better stipulated. In addition, a section on future work appears appropriate as much remains
unclear in my interpretation of the manuscript.

Major revision

1. Validation of Cyclonic Circulation Using Hourly Corrected ERAS Wind Variables

To address the concern “The use of scatterometers... is unclear and poor”, we adopted the
recommended L4 product (WIND GLO PHY L4 MY 012 006) to construct a new hourly 10-m
vorticity dataset. We successfully downloaded the hourly 10m wind field products, including vorticity
and wind component variables, for November to April from 2000 to 2006. This data (hereafter referred
to as CMEMS) was used to match all ERAS and IMPMCT track points for the validation of surface
cyclonic circulations. The methods for identifying surface vorticity centers and constructing tracks were
identical to those used for the 850 hPa vorticity tracks described in the main text. To ensure the robustness
of the matching results, three different parameter combinations were tested, and the corresponding

matching results are presented in Table 1.

1)  Experiment a: R, (uniform smoothing radius) = 60 km, {;az0 = 0.8%10* s, (ine =
0.5x10*s1, y =0.15

2)  Experimentb: Rgpen =45 km, (naxo = 0.8%107% s, (ppino = 0.5x10* s, y =0.15

3) Experiment ¢: Rgpnepn=45km, (naxo = 1%10% 87, pino = 0.5x10% s, ¥ =0.25



Matching between 850 hPa and surface vortices was determined based on their actual
geographical distance. For vorticity centers at the same time step, a match was identified if the
distance was less than 100 km. For a track pair, the tracks were considered matched if the
proportion of matched points exceeded 80% of the overlapping time period of both tracks,

provided the overlap duration exceeded half the lifetime of at least one of the tracks.

Table 2: Matching results between 850 hPa vorticity tracks and surface features for different parameter

combinations.
Track Points matched Tracks matched Mean wind speed
Experiment  Points (i;;; fraction(%) fraction(%) bias (m/s)
r

ERAS IMPMCT ERAS IMPMCT  QuickScat-CMEMS

a 378627 22750 46.1 774 33.0 88.0 52

b 520103 31589 51.6 79.8 36.6 88.5 5.4

c 388577 23652 43.1 74.0 32.1 86.0 5.4

As shown in Table 1, among the 12,030 ERAS tracks and 200 IMPMCT tracks from 2000—
2006, up to 88.5% of IMPMCT tracks and 79.8% of IMPMCT points were matched with
surface vorticity. This proportion significantly exceeds the match rate for all ERAS tracks
during this period (36.6%). These results demonstrate that surface vorticity serves as an
effective method for tracking and validating Polar Mesoscale Cyclones (PMCs). In other words,
the dataset we previously provided, which primarily references cloud charts, has been
demonstrated to be representative.

However, if the maximum wind speed within the surface vortex area is taken as the core
wind speed of the PMC points, the results show a significant low bias (approximately ~5 m/s,
as shown in Table 1) compared to near-real-time wind speeds measured by QuikScat (n = 200).
Below, we present five matched cases (Figure 1-5, to maintain conciseness; Figures 2-5 are
provided in the material at https://doi.org/10.5194/essd-2025-186-AC4) showing surface
vorticity and the corresponding 850 hPa vorticity tracks from IMPMCT, along with
comparisons of the associated ERAS 10m wind fields, CMEMS bias-corrected ERAS 10m

wind fields, and QuikScat 10m wind fields. We find that compared to the near-real-time wind
fields, the hourly averaged wind fields do not always adequately represent the explosively
strong surface winds associated with the cyclones. While it is difficult to definitively conclude
whether this discrepancy arises from an overestimation by QuikScat or an underestimation by
the CMEMS corrected product, the wind difference fields (e.g. Figs. d of 1-5) often appear to
align more closely with cloud features. This indicates a better correspondence between real-
time wind fields and cloud imagery.

Although the WIND GLO_PHY L[4 MY 012 006 product provides consistent, hourly,
and bias-corrected ERAS wind data that would greatly enhance the wind speed information
within the IMPMCT dataset, integrating these corrected winds would require additional

research to fully interpret the associated discrepancies. Moreover, incorporating derived


https://doi.org/10.5194/essd-2025-186-AC4

dynamic features such as vorticity and divergence would introduce further complexity due to
the inherent challenges in validating such parameters.

We sincerely acknowledge the value of this product and have carefully considered its
inclusion. However, after thorough evaluation, we concluded that it would be more appropriate
to address these challenges in a separate, dedicated study rather than incorporating the product
into the current dataset. We highlight in the discussion section of our paper both the limitations
in wind data resolution and the potential of this product for future applications such as cyclone
validation. We believe it holds particular promise for supporting dynamic investigations in
subsequent research:

“The dataset does not explicitly distinguish between PMCs and PLs due to the time-sparse
wind speed data, particularly when the cyclone's wind speed at a given time step falls below
the 15 m s threshold. In such cases, it is difficult to determine whether the cyclone is a PMC
or merely in a weaker phase of a PL. A more reliable validation method may be provided by
the hourly bias-corrected sea surface wind product from the E.U. Copernicus Marine Service
Information (https://doi.org/10.48670/moi-00185). This product systematically corrects
ECMWF ERAS model fields using scatterometer observations to reduce persistent biases and
includes uncertainty estimates.”

Three CMEMS track-datasets are stored at: https://github.com/thebluewind/IMPMCT. We

sincerely appreciate your valuable comments and suggestions, particularly the recommendation
of this product. It will be the dataset of choice for our subsequent statistical work investigating

the development mechanisms of PMCs and PLs.


https://doi.org/10.48670/moi-00185
https://github.com/thebluewind/IMPMCT
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Figure 9: Vorticity matching results. (a) 10m vorticity and wind fields from the
WIND _GLO_PHY_L4 MY_012_006 product. (b) 850 hPa vorticity and 10m wind fields from ERAS hourly
data. (c) Brightness temperature image from AVHRR channel 4 and 10m wind field data from QuickSCAT.
(d) Wind speed difference: (c) minus (a). Black and red stars represent matched 10m and 850 hPa vorticity
points, respectively. Orange and blue dotted lines represent matched 10m and 850 hPa vorticity tracks. The
legend in (c) shows the AVHRR and QuickSCAT scan times, as well as the cyclone (vortex) core maximum
wind speeds retrieved from QuickSCAT and CMEMS wind fields.

2. Clarification on AVHRR data availability

Regarding the low proportion of vortices exhibiting cyclonic cloud features in AVHRR
(also noted by Reviewer #3), we quantified AVHRR availability for vortex points and tracks.
The results show that:

After excluding vortex tracks with >60% land presence (~20% reduction), 47,167 tracks
remained for AVHRR matching. Matching required: (1) full 200-km radius coverage for
individual points, (2) >2 matched points within £3h of peak vorticity and >6 points per track
lifetime. Figure 2 shows wintertime (Nov-Apr) matching statistics: 43% of points and 61% of
tracks matched on average. Only ~3% of matched tracks were incorporated into the IMPMCT
dataset. This low inclusion rate stems from cloud obstruction, cloud-ice contrast limitations,



temporal resolution constraints, and detection methodology (e.g., higher 2001 inclusion reflects
meticulous manual identification, while 2023’s lower rate resulted from post-publication
incidental discoveries). Crucially, IMPMCT’s cyclone proportion underestimates true PMC
prevalence, as many low-cloud even no-cloud PMCs lack discernible features.

While AVHRR covers relatively few cases, our dataset aims to provide a multi-source,
high-accuracy collection—particularly those with clear cloud features—to aid users in

understanding these phenomena (e.g., for model studies of PL-related clouds).
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Figure 2: Annual winter (November-April) time series: (a) ERAS5-derived vortex points (green), available AVHRR
files (red), and AVHRR-matched vortex points (blue). (b) Ratio of AVHRR-matched vortex tracks to ERAS5-derived
tracks (yellow), and ratio of IMPMCT tracks to AVHRR-match tracks (purple). Note: Bars represent distinct
categories (not stacked).

3. Explanation of mismatches with existing datasets

We thoroughly compared IMPMCT with existing PL datasets and added specific analyses
of mismatches with the Rojo list and Stoll’s PL tracks:

To further investigate mismatches between the reanalysis-based tracks and existing PL
datasets, we implemented a nearest-point matching analysis (Table 2). A successful nearest-
point match was recorded when a PL center from any list had at least one co-temporal vortex
center within 120 km (60 km for the Stoll dataset). The track-level mismatches primarily
stemmed from these point-level discrepancies. Crucially, the methodological differences
between datasets explain the variation: While the Noer list derives from numerically modeled
and AVHRR-assimilated hourly positions (typical of operational forecasting systems), the Rojo
list relies on direct AVHRR identification at irregular temporal intervals, resulting in greater
deviation from ERAS representations. Furthermore, the Rojo compilation includes numerous
secondary PL centers—features inherently less resolved by reanalysis data (Stoll, 2022)—
whereas Noer focuses primarily on dominant PLs of operational significance. This distinction
is clearly reflected in our analysis: Major PL centers (n=2,527) exhibited an 80% matching rate,
while secondary centers (n=1,115) showed significantly lower alignment (54%), thereby
reducing Rojo’s overall match rate.



For the Stoll dataset, we additionally calculated a vortex matching rate (Table 2), counting
a match when a Stoll center fell within the spatial domain of its nearest co-temporal vortex.
This metric primarily addresses positional offsets caused by vorticity peak misalignment, which
appears attributable to differences in smoothing algorithms (illustrated in Fig. S2). Our
implementation seems to employ stronger uniform smoothing compared to Stoll’s methodology,
explaining why more lenient identification thresholds yield superior track matching with Stoll’s
dataset. This provides a new insight for applying the algorithm. Although the algorithm is not
highly sensitive to the specific input vorticity fields, provided their grid spacing is sufficient to
capture mesoscale vortices, the smoothing method also constitutes a significant factor
contributing to variations in the identification results, alongside the identification parameters
discussed in the sensitivity experiments (sect. 3.1.1). The smoothing approach should be
specifically adapted to the assimilation noise and effective resolution of the input vorticity field.
For instance, Gaussian smoothing may be preferable for model data with lower noise levels, as

it more effectively preserves the positions of vortex cores.
(a) Rel vorticity at 850hPa and slp field (b) AVHRR infrared image
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Figure 1: (a) 850 hPa relative vorticity field obtained by ERAS data. (b) AVHRR infrared imagery concurrent with
the time step in (a). The shading represents 850 hPa relative vorticity smoothed over a uniform 60 km radius and
local vorticity maxima are identified by green star symbols, while regions enclosed by solid black contours denote
their borders. The red star symbol marks a mismatched cyclone center from Rojo’s PLs list, while the black star
symbol marks the nearest local vorticity maxima from the cyclone center (227 km).

Table 2: the matching rate of the reanalysis-based track dataset for IMPMCT generation compared to other PL track
datasets.

PL . . Tracks in Nordic Track matched . Nearest points Vortex
tracks Time period Sea (>3hr) fraction(%) Points matched matched
fraction(%) fraction(%)
Noer 2002-2011 114 87 1670 85 -
Rojo 2000-2019 370 69 3642 71 -

Stoll 2000-2020 3179 93.68 75650 93 99
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Figure S2: ERAS5 850-hPa fields: (a) Relative vorticity. (b) Uniform 60-km smoothed vorticity. Vorticity field
comparison showing center displacement between Stoll (blue points) and our detection (green points).

4. Comprehensive validation of the dataset

Since all tracks follow identical generation procedures, unvalidated PMC tracks share

consistency with verified ones. Nevertheless, validation remains essential. We added an overall

track characterization:
For most newly identified mesoscale cyclones not present in other PL lists, a direct

validation approach involves applying objectively derived PL identification thresholds from

prior studies to independently verify three key characteristics: polar environment, mesoscale

size, and cyclonic intensity:

)]

2)

3)

Polar-front criterion: Since PMCs are defined as mesoscale cyclones forming north of
the polar front (Rasmussen and Turner, 2003), we employ two indicators to distinguish

polar air masses from extratropical air masses: Tropopause Potential Temperature (0irop)
and the Maximum poleward value of 200 hPa wind speed (Uao,). For each cyclone,

we compute the track-averaged 0., averaged within a 250 km radius of the cyclone

center and the track-averaged Uagop within £1.0° great-circle distance longitude. Stoll

(2022) defined 0irop < 300.8 K as indicative of polar air mass origin for PLs, effectively

distinguishing them from extratropical cyclones with a high retention rate (76%) across

subjective archives while preserving 90% of known PLs. Han and Ullrich (2025) used

Uaz00,p (WIND200MAX) <25 m s™* to position PLs north of the polar jet, achieving an

~80% hit rate for PL classification with a miss rate of only 11.9%.

Mesoscale-size criterion: Vortex radius calculated from the vorticity field is used to

exclude extratropical cyclones penetrating polar regions and large-scale frontal

structures. In Stoll (2022), a maximum vortex diameter of 430 km (representing the

90th percentile across all PL lists) was applied, excluding approximately 24% of non-

PL vortices. As we employ the same vorticity boundary threshold (1.0x10~* s') for

vortex definition, this criterion remains valid for our dataset.

Cyclonic intensity criterion: An effective metric for characterizing mesoscale cyclone

intensity is the Pressure anomaly (pder), defined as the difference between the mean Sea
Level Pressure (SLP) within a 110 km radius and the SLP at the cyclone centre (pder =
SLP;10xm — SLP). Stoll (2018) demonstrated that high pa.r values (90% of PLs > 0.4

hPa) highlight the anomalous intensity of the local low-pressure centre relative to its

environment, signifying a steep pressure gradient near the core, indicative of small,



deep low-pressure systems typical of PLs. We calculate the maximum pqcr based on the
SLP centre for each vortex track. For tracks where no SLP centre is identified, per is
set to 0.

All discriminatory features for IMPMCT tracks are computed from ERAS5 data. The
quantiles of these features and the proportion of tracks meeting each criterion are presented in
Table 4. Notably, 88.4% of tracks satisfy the polar-front criterion, 90% meet the mesoscale
criterion, and 84% fulfill the cyclonic intensity criterion. It is important to note that these
thresholds were developed based on the more intense subset of PLs. For the broader spectrum
of PMC:s, the thresholds for Oop and paer are inherently stricter, as they correspond to the cold
air outbreak environments and stronger destructive potential typically associated with PLs.
Consequently, the vast majority of tracks in IMPMCT satisfy these validation criteria.
Furthermore, the hourly time series of these discriminatory features are included in the dataset

as auxiliary information to facilitate targeted case selection for user research.
Table 3: Quantiles of discriminatory features and proportion of IMPMCT tracks meeting validation

criteria.
criterion Track feature percentage Proportion meeting
50% 75% 90% the criterion (%)
Polar front Birop (K) 298.9 304.1 310.0
Birop < 301 K or 88.4
Usoop< 25 m ! U200,p (m s7) 18.4 23.7 29.7
M 1
:;‘;Sscz ¢ r (km) 137.1 1769 2135 90
r m
Cyclonic
ef (hP 1.41 2.26 3.18 84
pder> 0.4 hPa paer (hPa)

Minor Revision

1. Line 95: These images are not so clear. In a): Could a PMC also be in (8,74), (36,77) or
(36,77)? Why not? In b): Could the PL also be in (34,76)? Why not?

Re: Thank you for highlighting this. We acknowledge that cyclone center identification
involves a degree of subjectivity. The revised manuscript now explicitly states: The centers of
comma cloud and spiral cloud configurations were determined visually following Forbes and
Lottes (1985), based on the characteristic curvature and convergence of cloud bands
surrounding the circulation core in satellite imagery.

Consistency with Rojo’s centers is high (90% within 60 km; see Minor Revision #28).

2. Line 96: The ERAS grid distance is 31 km, hence good dynamical representation will at
most be 150 to 300 km following typical dynamical closure procedures. Is that good enough
for PL/PMCs?

Re: We appreciate this clarification. The text has been revised to: With the improved resolution
of reanalysis datasets, their ability to capture PLs has progressively advanced (Laffineur et al.,
2014; Smirnova and Golubkin, 2017) ...

3. Line 109: Belmonte Rivas and Stoffelen also suggest some other reasons for poor PL/PMC
representation in ERAS: lack of transient variability, lack of divergence, lack of resolution;
it appears of interest to mention these aspects.



Re: We have incorporated your insight to better describe ERAS5’s shortcomings: However,
ERAS significantly underestimates near-surface wind speeds within PL-affected regions
(Gurvich et al., 2022; Haakenstad et al., 2021), attributed in part to insufficient representation
of transient wind variability, surface divergence, and unresolved mesoscale features (Belmonte
Rivas and Stoffelen, 2019). This limits its ability to objectively capture PLs’ high-wind
characteristics, thereby introducing notable limitations.

4. Line 113: Having looked at many collocated IR and scatterometer wind vector fields (e.g.,
here below), I have some problem with the terminology “cyclonic cloud feature”. Cyclonic
cloud features might occur due to closed surface circulation (cyclone definition) indeed,
while wind shear conditions may also generate clouds in circles shapes on the mesoscales.
Moreover, a cyclone may also exist in an abundance or lack of clouds in which a cyclone
is not recognized in an IR image. In the image below (from today) circular cloud patterns
are present on the left hand side, while the streamlines of the vector winds do not coincide
with the cloud streaks. On the other hand, a cyclonic wind feature appears on the right side
of the plot, but where high clouds cover the wind structure below. This is today’s example,
while examples of apparent IR cloud mismatch with ocean vector winds occur almost every
day on this site, in particular at high latitude.

Re: Thank you for your suggestion. The cyclonic clouds identified in this work are primarily
based on: 1) typical PMC cloud morphologies described in Forbes and Lottes (1985) and PL
cases from the Noer list; 2) corresponding ERAS vortex tracks (>6 hr); 3) statistical validation
showing >80% of cyclones exhibit strong surface lows (pger > 0.4 hPa; Table 4). Therefore, the
cyclonic clouds in the dataset do possess cyclonic characteristics. We further note: Crucially,
IMPMCT’s cyclone proportion underestimates true PMC prevalence, as many low-cloud even
no-cloud PMCs lack discernible features.

5. Line 170: remove “resolution”; Skamarock (2004) defines effective resolution as 5-10
times the grid distance of an atmospheric circulation model, due to the necessary dynamical
closure for numerical stability of the model.

Re: The term "resolution" has been removed as suggested.

6. Line 172: Note that in particular the initiation of PMCs and PLs in ERAS is brought by
wind  scatterometers as can be observed in  time sequences  at
https://scatterometer.knmi.nl/tile_prod/index.php. Hence ERAS5 PMCs/PLs may be biased
to the availability of the satellite data used, which could be problematic in time series

analyses of PMCs/PLs. As readers may not be generally aware of this dependency, it is
better to state it.

Re: We emphasize this dependency in the Discussion: It is noteworthy that while this study
demonstrates ERAS reanalysis data’s enhanced capability in capturing PMCs and PLs, it does
not reflect ERAS’s predictive skill for such systems. This predictive capability should be
evaluated by testing ERAS background states in characterizing PLs/PMCs, thereby isolating
the influence of real-time assimilated data—particularly scatterometer measurements (Furevik
etal., 2015).

7. Line 173: with a spatial resolution -> on a spatial grid


https://scatterometer.knmi.nl/tile_prod/index.php

Re: Revised to: “on a spatial grid”.

8. Line 182: To refer to scatterometer accuracy, one may use Vogelzang and Stoffelen (2022).

Re: Added scatterometer accuracy citation (Vogelzang and Stoffelen 2022): These advanced
instruments are specifically engineered to deliver accurate(e.g., ASCAT-A zonal/meridional
wind component error standard deviations of ~0.37/0.51 m s™' and ASCAT-B of ~0.39/0.44 m
s7!, Vogelzang and Stoffelen 2022), high-resolution, continuous wind vector measurements
under all weather conditions, offering comprehensive global coverage of near-surface wind
patterns.

9. Line 192: ASCAT-A, -B and -C have been operational since 2007.

Re: Corrected ASCAT operational timeline: QuikSCAT operated from 1999 to 2009, whereas
ASCAT start operating since 2007.

10. Line 197: with stable spatiotemporal resolution -> exploiting the evolving global observing
system; L.e., not necessarily of stable spatiotemporal resolution effectively, since depending
on the initialization of small scales by observations, when available.

Re: Revised to “exploiting the evolving global observing system”: To establish a more
comprehensive cyclone track dataset in the Nordic Seas, we first utilize ERAS reanalysis data
exploiting the evolving global observing system to obtain all vortex tracks.

11. Line 208: Scatterometers measure the surface wind vector field and hence curl and
divergence. See, e.g., Belmonte Rivas and Stoffelen (2019). King et al. (2022) found that
tropical divergence as measured by scatterometers is closely related to moist convection.
Similarly, one would expect that cyclonic disturbances are very well depicted in curl and
divergence. These are furthermore available at https://data.marine.copernicus.eu/product/

WIND GLO PHY L4 MY 012 006/description. It also provides hourly corrected ERAS
wind variables for reference. Why not put them in the database? They provide a stable
reference over time as each instrument product does not change over time.

Re: Thank you for your suggestion. Major Revision #1 demonstrates a significantly higher
matching rate with the IMPMCT dataset, indicating the considerable applicability of the
recommended product. However, from the perspective of compatibility with remote sensing
data in our dataset, we regrettably consider it not well-suited for inclusion. We greatly
appreciate your recommendation of this product.

12. Line 232: The vorticity field appears noisy as I understand the text. Nevertheless, no
observations exist to initialize 4D dynamical structures well on scales below 100 km over
the ocean, hence 60-km filtering may not be too problematic. The noise may be due to the
fact that you use analyses, rather than more consistent dynamical model fields, i.e.,
background (first guess) ERAS data as in Belmonte Rivas and Stoffelen (2019) for example.
Reanalyses fields are affected by the observations being assimilated, using spatial structure
functions, which are posed as stream function and velocity potential “blobs”, defined based
on forecast ensemble statistics. These increments may not treat vorticity fields well and
produce noise. Another reason may be in interpolation of the vorticity fields, but where no
details are provided.



Re: Thank you for your correction. It is necessary to introduce a potential source of vorticity
perturbations in the text. The original text has been revised to: A uniform 60-km smoothing
radius is applied to hourly 850-hPa relative vorticity to disconnect weak continuity zones and
eliminate minor perturbation maxima, which may arise from assimilation increments
(Belmonte Rivas and Stoffelen, 2019).

13. Line 314: All steps appear rather ad hoc, but together they define a vortex isolation and
data procedure. Moreover, it appears as a community procedure, as others elaborated
similar procedures. Does the procedure work similarly well for other reanalyses, mesoscale
models or the operational ECMWF analysis? To me, it appears tuned to the characteristics
of your input ERAS fields. Perhaps mention that other meteorological model fields may
require further tuning of the vortex detection procedure.

Re: Thank you for your comment. This algorithm is indeed a general procedure, with specific
code written by ourselves and made public in the data and code availability section. In our
response to Reviewer #1, we supplemented sensitivity experiments on the algorithm parameters
(https://doi.org/10.5194/essd-2025-186-AC1). In addition to the above parameters, the
selection of smoothing algorithms also has a certain impact on the identification results. In

Major Revision #3, we added a description of the algorithm’s applicability: This provides a
new insight for applying the algorithm. Although the algorithm is not highly sensitive to the
specific input vorticity fields, provided their grid spacing is sufficient to capture mesoscale
vortices, the smoothing method also constitutes a significant factor contributing to variations
in the identification results, alongside the identification parameters discussed in the sensitivity
experiments (sect. 3.1.1). The smoothing approach should be specifically adapted to the
assimilation noise and effective resolution of the input vorticity field. For instance, Gaussian
smoothing may be preferable for model data with lower noise levels, as it more effectively
preserves the positions of vortex cores.

14. Line 316: established -> constructed

Re: Term replaced as suggested.

15. Line 318: Terrain-induced flows are normally tied to the terrain and not to the wind, hence
presumably they’d typically not produce vortex tracks according to your criteria?

Re: Thank you for your suggestion. Terrain disturbances may still generate PLs (Kristjansson
et al., 2011), but our work does not separately classify such polar lows. The original expression
may have been inaccurate, so we have revised it to: ... including not only cyclonic systems but
also low-pressure troughs, and small-scale atmospheric disturbance.

16. Line 320: established -> comparison; recall that AVHRR are not a direct measurement of
PMC, cf. comment 113.

Re: Revised to: To assess whether these vortices represent PMCs, AVHRR infrared imagery is
used for comparative validation.

17. Line 455: The concept of environmental wind speed bis not clear. What is its use? The 10m
wind vector around a moving vortex is rather variable, depending on steering flow and


https://doi.org/10.5194/essd-2025-186-AC1

vortex strengths. The baroclinic nature of these high-latitude vortices makes their surface
appearance usually asymmetrical. I can understand you’d like to capture this, but this is not
clear from the text. Please clarify what relevant dynamical characteristics can be extracted.
Fig. 11b appears a vortex interacting with land and hence surface winds are distorted?

Re: Thank you for your suggestion. The calculation of environmental wind speed is primarily
used to capture larger-scale atmospheric motions near cyclones, such as frontal zones and large-
scale strong winds during cold air outbreaks. The concept of environmental wind speed has
been deleted.

18. Line 458: To first order, the destructive force goes with the third power of the wind speed,
irrespective of it is generated by the environmental flow, vortex contribution or related to
local convection, all count. In open sea, the waves, build by the wind, are of course very
important as well, as the dimensions of the structures at sea may resonate with long and
forceful waves.

Re: Thank you for your suggestion. It is true that wind speed is positively correlated with
destructive force. However, determining whether such strong winds are driven by the cyclone
itself is also a key issue. Nevertheless, as mentioned in Major Revision #1, using surface
vorticity will be a good indicator to describe the intensity of the cyclone itself.

19. Line 470: The scatterometer section is rather poor as scatterometers, in particular ASCAT,
reveal detailed dynamical PL characteristics. Wind vectors fields reveal the exact surface
position, structure and divergence and curl and with high coverage. See also comment 208.
Unfortunately, not much has been published on active satellite surface winds and PLs,
while Furevik et al. (2015) provide some overview.

Re: We acknowledge this gap and highlight future use of L4 winds (Major Revision #1).

20. Line 475: You find many tracks that are not in AVHRR. Following the comment above,
this could well be because the vortical structure is not well expressed in the clouds.
Observed dynamics at the surface may prove a better way to verify these vortices. A
problem here is that scatterometer winds are only consulted after a imperfect AVHRR filter,
rather than before this filter. This can be done by exploiting collocated model and
scatterometer data and their spatial gradients, which are available. When only one
scatterometer is available (up to 2007), then track cannot be well verified, but every
occasion a vortex appears in a scatterometer swath verification may be done. That would
results in hits and misses of ERAS vortices, which verify your product more substantially
in my view.

Re: Thank you very much for your suggestion. We clearly recognize that due to the
spatiotemporal resolution of AVHRR and the challenge of polar remote sensing, AVHRR-
based identification methods will miss a large number of PMC cases. However, for existing
case studies, cloud images remain essential indicators of cyclone development and position.
Therefore, to ensure the comprehensiveness of tracks, we still hope to retain PMC tracks
verified by AVHRR comparison. However, ASCAT/QuikSCAT-based identification methods
show great potential in our view. Therefore, as shown in Major Revision #1, this method has
been mentioned in Future Work.



21. Line 476: “measurable wind patterns”? My experience in scatterometry for PL/MPC is that
tracking is very well feasible and measurable. I copy below a slide I show in nowcasting
training using https://scatterometer.knmi.nl/tile_prod/index.php . For a description, see the
figure above. Several things to note here: 1) Many scatterometer acquisitions exist over a
day to verify both model dynamics (green arrows) and IR images (grey-scale). 2) IR clouds
follow the dynamics seen at the surface, i.e., the dynamics produce clouds in upward motion
and dissolve clouds in downward motion, i.e., the clouds follow the winds. 3) Initially, a
through appears in the scatterometer winds below a cloud shield, where the green arrows
are not informed by it initially. As scatterometer winds are assimilated at ECMWF the
disturbance appears in the model data over the day. As mentioned earlier, L3 and L4
products are produced with scatterometer information, model information, incl. ERAS, and
fields of spatial derivatives. These appear more ideal to “measure” model and, after
collocation, AVHRR characteristics in PL/MPC than the rather unfavorable diagnostics
presented here.

Re: Thank you very much for your suggestion. As shown in Major Revision #1, this is indeed
highly feasible and measurable.

22. Line 486: 3 hours implies three points, right? 50% in these cases implies only 2 of 3 points
and 80% 3 of 3 points and 4 of 5 hits for longer tracks for example. It is clear that adding
more lenient vortex criteria will improve apparent skill as the Stoll data set is fixed. It does
not necessarily imply better performance though as Stoll. How much false tracks/points do
you add?

Re: Thank you for your comment. Table 2 shows the proportion of nearest matching points
between vortex centers and other cyclones. For the PL lists of Stoll and Noer, the matching rate
of vortex points in the reanalysis track dataset is sufficiently high because their datasets are
assimilated by models and have hourly resolution.

However, for the Rojo list, which only uses AVHRR for identification, the temporal
resolution of cyclone tracks can be several hours. Therefore, for the Rojo list, three points are
often more than six hours apart, and it is more likely that vortices and cyclone centers are far
apart, as shown in Figure 1. Hence, a 50% matching ratio threshold is appropriate. More
importantly, the selection of a 50% matching ratio and a 150km separation threshold is
intentionally set to be the same as in Stoll (2022) to facilitate testing the effectiveness of the
vortex algorithm.

23. Line 493: demonstrates? Clearly, wind variability is high in cold air outbreaks near the
surface and upper air interaction more fierce. Allowing more noise in ERAS vorticity or
more lenient vortex criteria will reveal more tracks, but are they reliable? If some of them
appear in the proximity of observed tracks, it appears insufficient to demonstrate capability.
How many unverified tracks are produced (false alarms)? Could these accidentally be
added to the hit list? In that case skill is not enhanced, but rather PL/MPC noise is added.

Re: Thank you for your comment. The following aspects demonstrate that the increase in

matching rate is not primarily due to increased matching of cyclones by transient disturbances:

1) As shown in Major Revision #3, our algorithm exhibits stronger uniform smoothing than
Stoll, which suppresses noise to a considerable extent.



2) Only vortex tracks (>6hr) exceeding 60% of the reference PL trajectory’s lifespan are
included in the matching process. We apologize for not elaborating on the third point in the
text. In the revised manuscript, this condition has been added: Furthermore, to avoid
incidental matches of transient spurious tracks to PLs, only vortex tracks with lifespans
exceeding 60% of the reference PL trajectory’s duration are included in the matching
process.

24. Line 495: So, ERAS5 finds about 10 times more PLs/MPCs than the most extensive
observational data set (Rojo). Is this noise? Looking at your AVHRR score, noise appears
indeed manifest; 57,688 ERAS vortex tracks, only 1,184 or 1 in 50 are confirmed. This may
be related to the fact that AVHRR is a rather indirect measure of vortical activity, while
you appear to appreciate the skills of AVHRR. What are the >90% misses in your data set?
As these amounts appear rather overwhelming, it appears very relevant to understand their
characteristics if these are used for geophysical analyses or trend analyses. The difference
with Stoll’s 3179 tracks from the same ERAS is also rather overwhelming. What are the
differences? I further understand less than 700 (only about 1%) remain for further
comparison. I’'m concerned what the other 99% represent?

Re: Thank you for your comment. In Major Revision #2, we show that the proportion of vortex
tracks verifiable by AVHRR is approximately 61%, and due to the image resolution issues of
AVHRR, the proportion of truly verifiable vortices is likely even lower. For tracks not included
in the IMPMCT track set, in addition to the lack of AVHRR track verification, there are several
possible reasons:

1) Extratropical types, which appear too uniformly bright or large in cloud images and do

not conform to the common cloud appearance of PLs/PMCs, thus being excluded;

2) No corresponding cyclonic cloud appearance or insufficiently obvious cyclonic cloud

features, which occurs in cases of cloud obstruction, or cloud-free cyclones formed due to

low water vapor;

3) High separation from ERAS vortex tracks, with only cyclone tracks that maintain good

consistency with the movement of vortex tracks being retained.

The above three situations indicate that the tracks not selected by the dataset do not represent
false alarms; in other words, we only strictly retain samples with clear and unambiguous cloud
images, and exclude those that are unclear or cannot be fully confirmed. Additionally, as
indicated in Major Revision #1, we note that while the ERAS5 850 hPa vorticity exhibits a higher
false alarm rate (with only 50% of vortex points validated by surface vorticity), the IMPMCT
track points demonstrate a significantly lower rate (with 80% of vortex points exhibiting surface
vorticity validation).

25. Line 507: demonstrate that such discrepancies are not errors -> characterize such
discrepancies; they are errors as ERAS uniquely represents PLs/MPCs.

Re: Revised to: “characterize these discrepancies”. In Major Revision #3, we calculated the
vortex matching rate with Stoll (99%), demonstrating that such mismatches are more likely
caused by peak misalignment due to different smoothing algorithms.

26. Line 509: stable -> negligible

Re: Term replaced as suggested.



27. Line 512: remove “stable”; the choice of this word is a bit concerning, does it imply that
you favor a smooth representation of disturbances? Spatial smoothing is applied, but it can
obviously kill PLs/MPCs, which is a negative effect. If Stoll uses data from ERAS that is
less interpolated, it may in fact be a good thing that it represents more variability? Please
elaborate in your manuscript.

Re: Thank you for your comment. It is indeed arbitrary to assume that a lower standard
deviation indicates greater correctness. The word “stable” may imply a preference for
smoothness, while greater variability may also be reasonable. In the revised manuscript, this
description has been replaced with: Additionally, vortex property differences increase with
distance, indicating that discrepancies between IMPMCT and Stoll tracks stem from differing
identification thresholds. To further demonstrate that such discrepancies are not errors but
reflect slightly different tracking paradigms, we calculate the standard deviation of vortex
properties across three consecutive time steps for each track and computed track-wide averages.
Consistently low-amplitude variations in vortex properties along a track suggest coherent
feature identification by the respective method. Fig. 13 (b), (c) and (d) show the track-averaged
local standard deviations of the three vortex properties for IMPMCT and Stoll datasets.
Crucially, the magnitudes of these local variabilities in IMPMCT tracks are generally
comparable to those in Stoll’s tracks. This alignment in variability indicates that the increasing
property differences observed at larger separation distances arise from small-scale peak
misalignments inherent to each method’s detection logic, rather than representing erroneous
identification by either approach. In fact, the IMPMCT variabilities are often slightly smoother,
consistent with its specific algorithmic choices.

28. Line 532: Please indicate in the figure legend what percentage of the most favorable
(matched) cases it represent. The non-matched cases are less detectable and probably have
much less favorable verification.

Re: Thank you for your suggestion. Although we allow a 120 km separation, in fact, 90% of
cyclones matched with Rojo are within 60 km, and this information has been added to the
manuscript. For unmatched cyclones, in addition to cases where AVHRR data is unavailable,
situations where ERAS fails to capture them as shown in Major Revision #3 may also be reasons.

A total of 1432 cyclone centers from the Rojo list (corresponding to 140 cyclone tracks)
were matched to the IMPMCT cyclone tracks. Notably, although the maximum allowable
matching distance was set to 120 km, the 90th percentile of the matching distances was 55.97
km. This suggests minimal cyclone center identification errors when scan times could not be
strictly aligned.

29. Line 541: “Despite” or “Due to”? Less favorable cases may not match well?

Re: Thank you for your suggestion. Owing to the inclusion of secondary PL centers (30% in
Rojo; Major Revision #3), which exhibit lower detectability (54% match rate), overall
consistency decreases.

30. Line 544: “reasonable”; you allow a 120 km separation and then one gets separations with
a SDD of about 120 km, which implies little skill. Do you reason for little skill? Presumably,
further work is needed to explain the lack of skill? Better explain to the users what further
work would be appropriate in this discussion.



Re: Under the condition that the identification error of the center is low, such differences in
cyclone scale are more likely due to inconsistent methods for measuring cyclone diameter. In
the original text, we explain these differences: When identification errors of the cyclone center
are low, the differences in diameter compared to the Rojo list stem not only from inconsistent
measurement methods but also significantly from subjectivity. Due to the frequent presence of
frontal cloud bands associated with cyclones, consistent measurement of the cyclone’s long
axis proves challenging. Furthermore, when a cyclone is adjacent to other cloud systems, its
extent is often subject to ambiguity.

In addition, these characteristics are provided as reference quantities, and users can adjust
them according to the given cloud image examples.

(a) Track-max near-surface wind speed (b) eyclone cloud diameter
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Figure 10: Frequency distribution of bias in (a) Track-max near-surface wind speed and (b) diameter between
matched cyclones in the Rojo and IMPMCT datasets (Rojo minus IMPMCT). The cyclone diameter in IMPMCT is
calculated as the average of the width and length of the bounding box enclosing the cyclone.

31. Line 559: How do you know what these cases are? They have not been verified, at least not
in the manuscript. Could they not be numerical artefacts? Are they associated with real
features or are these ERAS simulated features?

Re: Thank you for your comment. Our tracks do include longer segments relative to Stoll’s
track set, which is due to more lenient thresholds. However, in our individual observations, we
confirm that these segments are sufficiently closely connected; otherwise, there would
definitely be abrupt changes in vortex properties, which would be reflected in the local standard
deviation mentioned in Minor Revision #27. All tracks are matched with cyclone images. For
track segments beyond the coverage of cyclone images, there seems to be no good ways to
confirm their authenticity. But as shown in Major Revision #1, an average of 80% of track
points were validated by surface vorticity, demonstrating the effectiveness of these segments.

32. Line 565: Is the point not how reliable ERAS is to represent PLs and PMCs? One could
test that using the cases where verification is available and determine and not yet used in
ERAS5 (by data assimilation). Therefore, testing ERAS background states, winds are
independent of any new observations, one could establish the capability of ERAS to predict
PLs and MPCs. Only after this, ERAS can be used with confidence for associated
geophysical studies in my view. Would you agree?

Re: Thank you for your suggestion. We agree that testing ERAS5’s ability to capture PLs and
PMCs using background fields rather than assimilated fields can verify ERAS5’s predictive
capability. As shown in Minor Revision #6, we emphasize this fact in the discussion section.

33. Line 580: As explained above, observations directly associated with PL/MPC dynamics
may be further exploited to characterize these systems and the fidelity of reanalyses to
represent them.



Re: Thank you for your suggestion. As shown in Major Revision #1, the statement for
dynamical characteristics has been emphasized in the discussion section.

Reviewer #3

General comments:

This manuscript describes a polar mesoscale cyclone dataset assembled by the authors for the
study of polar meteorology. In general, it is well-written, and the steps in dataset construction
are well-described. The dataset compiled here definitely is useful for the community. I have
some minor suggestions and comments. Once these issues are addressed, I recommend

publishing this manuscript.

Minor comments

1. Title: I don’t see a reason to use “Meso-Cyclone” as mesocyclone is a well-defined term in
meteorology. It is just one word. Also, it is a database only for the Nordic Seas, not the
entire polar oceans. It would be better to reflect this regional context in the title, or in the
acronym defined for the dataset.

Re: Thank you for this important observation. We have revised the title to: “ IMPMCT: a

dataset of Integrated Multi-source Polar Mesoscale Cyclone Tracks in the Nordic Seas.”

2. Line 200, “For each vortex with available AVHRR data, ...” What percentage of such
vortices identified from ERAS have AVHRR data available? This info is useful for readers.
As AVHRR is on a sun-synchronous satellite, it does not have full synoptic coverage for
the polar region. So the percentage of actual coverage in this context needs to be described.
Re: We thank you for highlighting this essential aspect for reproducibility. The Results section
now includes:

After excluding vortex tracks with >60% land presence (~20% reduction), 47,167 tracks
remained for AVHRR matching. Matching required: (1) full 200-km radius coverage for
individual points, (2) >2 matched points within £3h of peak vorticity and >6 points per track
lifetime. Fig. 13 shows wintertime (Nov-Apr) matching statistics: 43% of points and 61% of
tracks matched on average. Only ~3% of matched tracks were incorporated into the IMPMCT
dataset. This low inclusion rate stems from cloud obstruction, cloud-ice contrast limitations,

temporal resolution constraints, and detection methodology (e.g., higher 2001 inclusion reflects



meticulous manual identification, while 2023's lower rate resulted from post-publication
incidental discoveries). Crucially, IMPMCT's cyclone proportion underestimates true PMC

prevalence, as many low-cloud PMCs lack discernible features.
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Figure 13: Annual winter (November-April) time series: (a) ERAS-derived vortex points (green), available
AVHRR files (red), and AVHRR-matched vortex points (blue). (b) Ratio of AVHRR-matched vortex tracks
to ERAS-derived tracks (yellow), and ratio of IMPMCT tracks to AVHRR-match tracks (purple). Note:

Bars represent distinct categories (not stacked)

3. Itis not clear to me what exact cloud properties are included in the dataset beyond the cloud
morphology. Any usual cloud properties such as cloud top pressure, cloud optical depth,
etc., are included? If so, it’s better to specify them up front.

Re: Thank you for highlighting this need for clarity. The Abstract has been revised as follows:

The dataset contains 1,110 vortex tracks, 16,001 cyclonic cloud features (length, width,

morphological characteristics (spiral/comma shape, center position), and 4,472 wind speed

records (wind vector imagery and cyclone maximum winds). Corresponding ERAS-derived

hourly vortex tracks are also provided, including 850-hPa vorticity and proximate sea-level



pressure minima.

4. Table 2: Why is the matched fraction with Rojo PL tracks so low compared to the matches
with the other two PL track datasets? This needs to be explained

Re: We sincerely appreciate your attention to this detail. Our analysis reveals two key factors
for Rojo's lower match rate (71% vs. Noer's 85%): First, Rojo's direct AVHRR 1identification
contrasts with Noer's model-interpolated hourly centers, creating greater ERAS deviation.
Second, Rojo includes secondary PL centers (54% match rate) that ERAS resolves poorly
versus major centers (80%), consistent with Stoll (2022). Fig. 1 exemplifies a frequent
mismatch case where ERAS's nearest vortex center was 227 km from Rojo's observed position.
For Stoll’s data, we introduced “vortex matching” (99% match) to address vorticity peak
misalignments from smoothing differences (Fig. S2). The manuscript text now explains:

To further investigate mismatches between the reanalysis-based tracks and existing PL
datasets, we implemented a nearest-point matching analysis (Table 2). A successful nearest-
point match was recorded when a PL center from any list had at least one co-temporal vortex
center within 120 km (60 km for the Stoll dataset). The track-level mismatches primarily
stemmed from these point-level discrepancies. Crucially, the methodological differences
between datasets explain the variation: While the Noer list derives from numerically modeled
and AVHRR-assimilated hourly positions (typical of operational forecasting systems), the Rojo
list relies on direct AVHRR identification at irregular temporal intervals, resulting in greater
deviation from ERAS representations. Furthermore, the Rojo compilation includes numerous
secondary PL centers—features inherently less resolved by reanalysis data (Stoll, 2022)—
whereas Noer focuses primarily on dominant PLs of operational significance. This distinction
is clearly reflected in our analysis: Major PL centers (n=2,527) exhibited an 80% matching rate,
while secondary centers (n=1,115) showed significantly lower alignment (54%), thereby
reducing Rojo's overall match rate. For the Stoll dataset, we additionally calculated a vortex
matching rate (Table 2), counting a match when a Stoll center fell within the spatial domain of
its nearest co-temporal vortex. This metric primarily addresses positional offsets caused by
vorticity peak misalignment, which appears attributable to differences in smoothing algorithms

(illustrated in Fig. S2). Our implementation seems to employ stronger uniform smoothing



compared to Stoll's methodology, explaining why more lenient identification thresholds yield

superior track matching with Stoll’s dataset.

(a) Rel vorticity at 850hPa and slp field (b) AVHRR infrared image
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Figure 1: (a) 850 hPa relative vorticity field obtained by ERAS data. (b) AVHRR infrared imagery concurrent
with the time step in (a). The shading represents 850 hPa relative vorticity smoothed over a uniform 60 km
radius and local vorticity maxima are identified by green star symbols, while regions enclosed by solid black
contours denote their borders.The red star symbol marks a mismatched cyclone center from Rojo’s PLs list,
while the black star symbol marks the nearest local vorticity maxima from the cyclone center (227 km).

Table 4: the matching rate of the reanalysis-based track dataset for IMPMCT generation compared to other
PL track datasets.

Track Track Nearest Vortex
: racks
PL tracks Time i1 Nordi matched Points points matched
: in Nordic
period fraction(% matched fraction(%
Sea (>3hr) .
) fraction(%) )
Noer 2002-2011 114 87 1670 85 -
Rojo 2000-2019 370 69 3642 71 -
Stoll 2000-2020 3179 93.68 75650 93 99
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Figure S2: ERAS 850-hPa fields: (a) Relative vorticity. (b) Uniform 60-km smoothed vorticity. Vorticity

field comparison showing center displacement between Stoll (blue points) and our detection (green points)

5. Line 598 “IMPMCT could serves as a critical benchmark for evaluating high-latitude
climate model performance.” It would be beneficial to elaborate on how a track-based
dataset can be utilized for climate model evaluation. Are the tracks compiled here enough
for robust statistics (related to comment #2 above)? What standard model output can be
used directly for such comparison, or do climate models need to output high-resolution data
to be used by track algorithms to generate similar datasets for comparison?

Re: We apologize for the oversight. A more precise statement would reference “numerical

weather prediction models”. The revised text clarifies:

The IMPMCT dataset serves as a critical benchmark for evaluating high-latitude numerical
weather prediction model performance, while simultaneously functioning as a unique case
library for comparative studies of polar lows (PLs) and polar mesoscale cyclones (PMCs)
concerning their formation mechanisms, intensity thresholds, and sea-ice interaction dynamics.
Furthermore, it constitutes an essential resource for enhancing polar maritime hazard
forecasting. The repository of cyclone cloud morphology facilitates automated identification of
model-undetected systems. This is enabled by advanced deep learning frameworks, enabling
systematic evaluation of model representation fidelity for PLs/PMCs. From a climatological
perspective, this resource permits establishment of comprehensive objective identification
criteria based on reanalysis data, thereby enabling robust analysis of climate-scale trends and

genesis potential shifts in PL/PMC activity (Stoll, 2022; Zhang et al., 2023).

6. There are occasional English typos, e.g., “could serve” not “could serves” at Line 598. A
careful proofread would be helpful. I assume ESSD might have a technical editor in a
later stage for such proofreading.

Re: We thank you for this observation. Comprehensive grammatical and spelling checks will

be implemented throughout the revised manuscript.
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