
General comments: 
Liang et al. describe the development of a global 1km data product for land surface – air 
temperature differences and sensible heat fluxes. In principle such data-driven products are very 
valuable for the community. However, I have several methodological concerns, primarily 
related to the validation approach and with respect to variable selection as input to the models. 
 
Re: Thank you very much for your comments. All comments have been well addressed one by 
one and provided in the follows. 
 
 
Major points 
Point 1: 
The cross-validation strategy chosen by the authors is not adequate and yields overoptimistic 
results. It is absolutely compulsory to stratify train and test data by sites and not (only) by time. 
This is simply because data from one site are not independent and the objective of the study is 
to estimate at unmeasured locations. This needs to be done correctly. 
 
Response1: Thank you for this valuable comment. There are seventeen sites in the independent 
validation set that were not included in the training data. The model’s performance on these 
sites is acceptable, with an RMSE of 27.53 Wm-2, a MAE of 20 Wm-2 and an R2 of 0.43. For 
clarify, we have revised Fig. 8 and the corresponding text have been already added in lines 516-
522 in Section 4.2 in the revised manuscript:  

  



 

Moreover, H exhibits clear seasonal variations throughout the year. After stringent quality 
control, the daily in-situ measurements of H show substantial data gaps. To ensure the temporal 
continuity and completeness of the training data used in the LSTM model, we selected monthly 
datasets with less than 10% missing values for the training set. The remaining data were 
allocated to an independent validation set. The corresponding text was in lines 194-198 as “Due 
to significant gaps in the daily in-situ measurements of H after stringent quality control, a 
distinct strategy was implemented to segregate the samples for H and Tsa. For H, the 
methodology involved selecting monthly datasets with fewer than 10% missing values for the 
training set, while the rest were allocated to an independent validation set for evaluating model 
performance.”. To maintain the representativeness of the independent validation samples, all 
subsequent analyses and conclusions are based on the entire independent validation set. 

 
 

Point 2: 
The authors chose Rn and ET as input to the model to predict H. In my opinion this is hard to 
justify as H=Rn-LE-G and predicting ET is a similar problem as predicting H. I would find it 



conceptually more appealing if input variables are close to observations and not already derived 
products with additional layers of uncertainty. 
 
Response2: Thank you for your thoughtful comment. We understand the concern regarding the 
use of derived variables such as Rn and ET as predictors for H, especially given the physical 
relationship H = Rn − LE − G.  

Previous studies have shown that the variability of H is also influence by aerodynamic 
factors such as aerodynamic resistance which derived by wind speed. The corresponding text 
in lines 82-83 as “H estimation has traditionally relied on temperature-derived one-source and 
two-source models, incorporating ground-based observations of temperature and wind fields.” 
and lines 89-90 as “Both models face common challenges in calculating aerodynamic resistance 
(rah) due to the complexities of Monin-Obukhov similarity theory (Monin and Obukhov, 1954; 
Brutsaert, 2013)”. However, such variables are often unavailable at the spatial resolution 
required for this study. In preliminary experiments, we tested the inclusion of wind speed from 
the MERRA-2 reanalysis dataset. However, due to its coarse spatial resolution and relatively 
large uncertainties, incorporating wind speed resulted in reduced model performance. In 
contrast, using Rn and ET—although both are derived products—provided more spatially 
consistent information and led to better model performance in our experiment. These variables 
effectively integrate various surface and atmospheric processes, thus offering informative 
signals for estimating H at regional to global scales. The corresponding text have been added 
for clarify in lines 332-336 in Section 3.2.1 in the revised manuscript: 

  
In future work, we plan to incorporate higher-resolution observational datasets or 

improved reanalysis products to further enhance the physical interpretability and robustness of 
the model.  
 
 
Point 3: 
The authors chose slope and aspect as predictors. While it is clear that these variables are very 
relevant in principle, the footprint of flux towers is supposed to be restricted to reasonably flat 
terrain. Therefore, I cannot imagine that robust patterns wrt these terrain variables can be 
learned. 
 



Response3: Thank you for your insightful comment. We agree that most flux towers are 
installed on relatively flat terrain to ensure the validity of flux measurements. However, due to 
the 1 km spatial resolution of our input data, the complex surrounding terrain within and beyond 
the flux footprint may still affect the surface energy and temperature dynamics in the target area, 
even when the tower itself is situated on relatively flat ground. Moreover, as shown in Fig. 20, 
slope and aspect demonstrate a strong contribution to the model, highlighting their potential 
relevance even for towers located in predominantly flat areas. The corresponding text have been 
already added in lines 762-764 in Section 5 for clarity in the revised manuscript: 

 
  
 
Point 4: 
The authors also chose day of year as predictor, which has no direct environmental meaning. I 
suggest to drop this or replace by e.g. potential radiation or sun angle. 
 

Response4: Thank you for your valuable suggestion. We agree that doy does not represent 
a direct physical quantity; however, Tsa exhibits a seasonal cycle, and doy serves as an effective 
temporal indicator that helps the RF model capture this variation. To evaluate its contribution, 
we conducted experiment and found that removing doy from the RF model resulted in a 
noticeable decline in performance (RMSE increased from 1.459 K to 1.51 K, MAE from 1.071 
K to 1.115 K, and R2 dropped from 0.53 to 0.50). We also tested replacing doy with the solar 
height angle, which yielded comparable accuracy (RMSE = 1.454 K, MAE = 1.072 K, R² = 
0.53), indicating that doy and solar geometry-related variables provide similar predictive value. 
Regarding your suggestion to use potential radiation, we appreciate the insight. In our current 
model, we have already included radiation-related parameters such as downward shortwave 
radiation (DSR) and downward longwave radiation (DLW), which provide more direct and 
dynamic representations of surface energy input. These results support the inclusion of doy as 
a simple but informative feature in the Tsa estimation. Additionally, the feature importance 
ranking in Fig. 20 shows that while doy ranks relatively low, it still contributes to the model’s 
performance. The corresponding text has been added to the revised manuscript (lines 765–768) 
for clarification. 



 
 
 
Point 5: 
The authors mentioned a ‘circular’ approach between training and testing for hyper-parameter 
tuning (line 300). It is absolutely forbidden to use test data for any kind of model tuning. 
Perhaps this is a misunderstanding. Please clarify. 
 
Response5: Thank you for pointing this out. We apologize for the misleading wording. In our 
workflow, the training dataset was internally partitioned into subsets for model training and 
hyperparameter tuning. An independent validation set was reserved exclusively for evaluating 
model performance and was never involved in the training or tuning process. To avoid any 
misunderstanding, we have revised the term “test phase” to “parameter tuning” (line 317). In 
addition, we carefully reviewed the entire manuscript to eliminate similar ambiguities, and the 
description in Section 2.1 (lines 197–207) has been revised accordingly as follows: 

 

 
 
Point 6: 
The authors use the Twine et al approach to correct flux tower based sensible heat fluxes by 
forcing energy balance closure. This is a critical assumption, which needs through discussion 
because the uncertainty related to energy balance correction is very large, esp. for H (see 



Mauder et al 2024, AFM) 
 
Response6: Thank you for your valuable comment. We agree that correcting for energy balance 
closure (EBC) using the method of Twine et al. (2000) introduces uncertainty, especially for 
sensible heat flux. We have added a clarifying sentence in lines 188-191 in the Section 2.1 to 
acknowledge the assumptions and potential uncertainties associated with this correction: 

 
Additionally, we have expanded the Discussion section in lines 823-835 to include recent 
insights from Mauder et al. (2024) to discuss the uncertainties of the correct method. 

 

 
 
Minor points:  
Point 7: 
I find the uncertainty estimates listed in Table 1 and referenced in the text a bit misleading as 
they are not comparable among the products because they were not calculated consistently 
 
Response7: Thank you for this comment. We have added the corresponding caption in Table1 
for clarify as: 



 
 and text in lines70-73 as: 

 
Additionally, the corresponding context has been modified accordingly to ensure better 
coherence between statements. 
 
 
Point 8: 
Model tree ensembles for FLUXCOM mentioned in table 1 is likely wrong as I suppose the 
authors used the ensemble product 
 
Response8: Thank you for your helpful comment. The FLUXCOM RS and RS+METEO 
products were generated using nine and three machine learning methods, respectively. 
Therefore, we have revised the term “model tree ensembles” to “multi-model ensemble” in the 
manuscript to more accurately reflect the methodology used in Table1. 
 
 
Point 9: 
Line 113: sentence starting with “Therefore” seems incomplete 
 
Response9: Thank you for pointing this out. We have revised the sentences to improve its 
grammatical accuracy and clarity in lines 116-120. The corresponding text have been revised 
as “Traditional physically-based models for estimating H are typically developed for specific 
areas and land surface conditions, and often require parameters that are not easily accessible 
(e.g. aerodynamic resistance to heat transfer, rah). As a result, these models tend to produce 
large uncertainties when applied to other areas. Therefore, a convenient and widely applicable 
method for estimating global H values is still lacking.” 
 
 
Point 10: 
The choice of LSTM for estimating H is unclear – have not seen a clear comparison to RF 



and the other methods (did I miss this?) 
 
Response10: Thank you for your comment. The choice of LSTM for estimating H was 
motivated by the limited availability of observations for H and the need to capture its temporal 
dependencies. This rationale is now clearly stated in lines 125–129 of the revised manuscript: 

 
Moreover, a detailed comparison of LSTM with other methods, including RF, DBN, and 
Transformer, is presented in Section 4.2 (lines 536–566). 
 
 
Point 11: 
Are the comparisons of global H values in section 5 based on exactly the same spatial domain. 
This matters as e.g. FLUXCOM does not cover deserts where H is particularly large. 
 
Response11: Thanks for this valuable comment. Indeed, the spatial domains and temporal 
periods vary across the cited studies. While these differences preclude direct quantitative 
comparison, we have revised the text to explicitly specify each study’s spatial coverage and 
time periods. The corresponding modifications in lines 740-747 are as follows: 

 


