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To avoid confusion for readers, we decide to remove Equation 1 and modify the sentences related to its description. The affected lines are highlighted in red below.
“One of the important steps was the assignment of each input vector to a specific SOM unit, u, shown on the right-hand side of Figure 2. Firstly, we estimated the local correlations in the data space, represented by a  matrix. 
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Where DAT_cor is a correlation matrix among each normalized input vectors within a SOM unit;  is the local correlation matrix between the missing and the mean of all the observed training data within the SOM unit u. 
Given with local correlations in the data space, we then calculated the minimum Euclidean distance between a normalized input vector  containing missing and non-missing components and the referent vector of the SOM unit,   using a similarity function (Chapman and Charantonis, 2017). The similarity function is defined as:
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Where  is the non-missing data in ,  is the mean of all training data in the SOM unit u”

The  combined paragraph is to be revised as (changed text in blue):
“One of the important steps was the assignment of each input vector to a specific SOM unit, u, shown on the right-hand side of Figure 2. To do this, we calculated the minimum Euclidean distance between a normalized input vector  containing missing and non-missing components and the referent vector of the SOM unit,   using a similarity function (Chapman and Charantonis, 2017). The similarity function is defined as:
	
	(1)


Where  is the non-missing data in ,  is the mean of all training data in the SOM unit u, and  is the local correlation matrix between the missing variables and available variables over all the observed training data within the SOM unit u.”
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‘Table 2. Percentage (%) of missing temperature and velocity for
ach mooring for the time period 2010-2023. Note that temperaturc
‘profles are not available at WACA20 and WATRSO.

Temperature (%) Velocity (%)
NRSROT 2 A
WACA20 NIATE] 9
WATRI0 7 18
WATR20 16 B

WATRS0 NiA 2

Fig. 2. Only fully available profiles in the input matrix are
selected as the training data in Dataset 2. Consequently, the
‘number of rows in the training data is 3675 for lemperature
‘and 1146 for velocity.

= The number of units in the SOM is specified prior to the
training process. According to the lterature, a small number
of SOM units is useful in capturing the general features of
the system (Liu and Weisberg, 201 1), while a larger num-
ber provides more detailed information and is more suitable

« for data gap filling (Sloyan et al., 2023). In our case, where
we aimed to capture detailed information from the training
data containing a large number of profiles, we opted for a
larger number of units, Le. 1000 units for the temperature
data and 500 units for the velocity data. Using lower num-

= bers of units only had minor effects on the results. We used
abatch algorithm to train the SOM (Chapman and Charanto-
s, 2017). The training phase of the SOM was done in two
steps: a first rough phase and a fine-tuning phase. In the first
step. the neighbourhood radius and learning rate were set to

- some high values in order to gain a general orientation of the
‘map, while in the second step they were set o smaller values
to make only fine adjustments to the SOM unit’s position.

One of the important steps was the assignment of each in-
‘putvector to a specific SOM unit, u, shown on the right-hand

- side of Fig. 2. Firstl, we estimated the local corrlations in

the data space, represented by a cor! , matix:
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‘where DAT_cor is a correlation matrix for each normalized
input vector withina SOM unit.cor s the local correlation

 matrix between the missing ‘and the mean of all the
observed training data within the SOM unit .

Given with local correlations in the data space, we then
calculated the minimum Euclidean distance between a nor-
‘malized input vector X[ containing missing and non-

 missing components and the referent vector of the SOM unit,
ref, using a similarity function (Chapman and Charantons,

2017). The similarity function is defined as

sm(Xer)= 3 (H > (wt,)z)
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‘where X; is the non-missing data in X and ref? i the mean
of all training data in the SOM unit u. After determining the
‘most appropriate SOM unit, the missing values in the input
vectorwere extracted from the corresponding referent vector,
‘providing the in-filled data in Dataset 3 (Fig. 2).

23 Validation of the SOM-based infiling technique

For mooring data, a faiked mooring or instrument often re-
sults in a block of data being lost unil the next deploy-
‘ment. To simulate this effect, we withhold temperature data
atone site for 150d from 1 January to 30 May 2020, which
is roughly the length of one deployment cycle. We uilize
temperature data at the other two sites to identify the best-
‘matching SOM units and to fillin the withholding data. At
NRSROT, the R? and the root mean square error (RMSE)
between withheld and filled temperature data are 0.70 and
0.61°C, respectively. At WATRI0, these values are 0.86
and 0.39°C, and at WATR20 they are 0.91 and 0.58 °C, as
shown in Fig. 3. Furthermore, we evaluate the ability of the
SOM method to reconstruct extreme femperature patiers.
‘As shown in Fig. S5, a comparison of the observed and SOM-
derived temperatures at WATR20 during the validation pe-
riod (1 January to 30 May 2020) highlights this ability. The
biack crosses in both pancls denote days identified as ma-
rine cold spells, which are defined as periods where tempera-
tures fall below the 10th percentile for at least 5 consecutive
days (Hobday et al., 2016). SOM-derived temperatures stc-
cessfully captured three bottom-intensified MCS events as
inthe observations, demonstrating the method's reliability in
reconstructing extreme cold emperature patierns.

“To assess potential overfitting, the SOM method was tested
on a separate period spanning the time from 10 January to
8 June 2012, with 150d withheld from training. The resulting
'RMSE values were 0.41 °C at NRSROT, 0.36 °C at WATRI0,
and 0.55°C at WATR20. If we repeat this process and val-
idate the method against the data included in the training
dataset, we obtain RMSE figures similar 1o those obtained
from the withheld data, indicating that the SOM method does
‘not overfi the dataset.

To assess the accuracy of the SOM method further, we
‘compare it with a simple climatology method over the same
validation period. as shown in Fig. S6. Overall, the mean
vertical temperature profiles from the SOM method are
closer to the observed data than those from the climatol-
ogy method (Fig. S6a-c). As a result, the residuals from the
'SOM method, calculated by subtracting the filled SOM val-
ues from the observed temperatures, are smaller than the cli-





