
Review of essd-2024-295: “A hyperspectral and multi-angular synthetic dataset for algorithm 

development in waters of varying trophic levels and optical complexity” by Jaime Pitarch, Vittorio 

Ernesto Brando 

General comment: 

This manuscript details the generation of synthetic dataset of the “apparent optical properties” (AOP) of 

different water types based on radiative transfer (RT) computations. The authors collated a large set of 

“inherent optical properties” (IOP) from the literature on which they applied statistical treatment to 

encompass the natural diversity (and cross-correlation) of the absorption and scattering features of the 

optically active component of the water column. This effort is a prerequisite to further study the (non-

linear) relationships between IOP and AOP in order to advance in remote sensing algorithm development. 

We share the reviewer’s summary and we believe that our manuscript contributes to the advance. It is 

correct that a large amount of effort was put into the collection of a very large in situ dataset for the 

elaboration of needed bio-optical relationships and the verification of crossed relationships among many 

parameters. The statistical treatment that is proposed to the inherent optical properties and the optically 

active constituents is a significant step forward too. 

Nevertheless, such a dataset should have been validated on actual data (e.g. optical closure) to evaluate 

the numerous assumption/approximation of the spectral IOP (e.g., phase function, spectral slope of the 

scattering coefficient, specific absorption/scattering…). In the present form, the computed AOP cannot be 

considered as a reference dataset to be shared as is to the scientific community. 

Part of this comment appears to ignore the background on the development of synthetic datasets, some of 

them published in ESSD (Loisel et al. 2023; Nechad et al. 2015), as well as previous research on phase 

functions and phase modelling. The paper already uses a multitude of actual bio-optical data to evaluate 

numerous assumptions and approximations. This includes the verification of the phase function for 

phytoplankton (Fig. 4), the spectral slope of the backscattering coefficient for NAP (Fig. 8) and specific 

absorption or scattering (Figs. 2,3,4,5,7). Other assumptions are well supported by the most recent 

literature. The reviewer will note that, among the generated synthetic dataset, this is the one with the most 

careful evaluation of all the involved relationships, where every single step has been given proper 

justification, compared to previous ones (Loisel et al. 2023; Nechad et al. 2015). 

Optical closure is the comparison between measured AOPs and synthetic ones, from a concomitant set of 

IOPs. This procedure is valid to ensure that a given bio-optical dataset measured in the field is considered 

self-consistent. It also can be used to evaluate several data reduction methods for IOPs (Pitarch et al. 2016; 

Tonizzo et al. 2017). In a more generic way, it can be interpreted as the comparison between several 

methods to provide analogue quantities. We interpret the request for optical closure as the need to 

compare the parameterization as well as the synthetic dataset with actual data. After reading this review 

and the reviewer’s reply to other comments, we guessed the manuscript was missing some crossed plots 

between 𝑅𝑟𝑠 and some measured water constituents, both for our synthetic dataset and for independent 

empirical data. We have verified that such plots were present in previous reference dataset description 

paper in optics (Loisel et al. 2023; Nechad et al. 2015). Hence, to keep the same quality standard here, we 

decided to inspect such relationships and incorporate them in the revised version. In addition, we have also 

evaluated our generated reflectances through the spectral quality index recently developed by Dierssen et 

al. (2022), to provide further confidence on the reliability of the dataset. Given that these are four plots in 

total, they will probably need their own subsection. They are also included in this rebuttal below. 



 

Figure R1.1 Upper plot: scatter plot between the apparent optical wavelength (Vandermeulen et al. 2020) 

and the NDI index: 𝑁𝐷𝐼(492,665) =
𝑅𝑟𝑠(665)−𝑅𝑟𝑠(492)

𝑅𝑟𝑠(665)+𝑅𝑟𝑠(492)
. Magenta lines: QWIP score (Dierssen et al. 2022) and 

error bars. Lower plot: histogram of the QWIP score, defined as the difference respect to the QWIP curve. 

To generate Figure R1.1, we calculated the QWIP index by Dierssen et al. (2022) for our entire synthetic 

dataset. Such index aims at providing a quality estimate for a hyperspectral 𝑅𝑟𝑠. QWIP was developed a 

large dataset of in situ 𝑅𝑟𝑠, so this comparison is actually a comparison with real 𝑅𝑟𝑠 data. In Dierssen et al. 

(2022), it is mentioned that values within the 0.2 margins have high similarity to real spectra measured in 

the field, which are all 5000 but 7 spectra. Still, these 7 spectra are close to the limit, and may simply 

contain some bio-optical characteristics, not present in the QWIP calibration dataset. This comparison, 

therefore, gives confidence in the quality of our dataset. 



 

Figure R1.2 A scatter plot between the 𝑅𝑟𝑠-generated 𝜒 index and the matched non-water absorption 

spectrum at 560 nm 𝑎𝑛𝑤(560). Black dots are from the synthetic dataset and coloured dots are from field 

data from various references (see text). 

Figure R1.2 helps to assess the covariability of 𝑅𝑟𝑠 and the absorption coefficient. A one-dimensional 

predictor 𝜒 is derived from an 𝑅𝑟𝑠: 

𝜒 = log10(
𝑅𝑟𝑠(443) + 𝑅𝑟𝑠(490)

𝑅𝑟𝑠(560) + 5
𝑅𝑟𝑠
2 (665)

𝑅𝑟𝑠(490)

) 

This 𝜒 index is matched to non-water absorption spectrum at 560 nm 𝑎𝑛𝑤(560). There are several open 

access, freely available in situ datasets that contain both measured variables matched together, such as 

Valente et al. (2022), Zibordi and Berthon (2024) and the Schaeffer, Mouw and Biosope datasets (Casey et 

al. 2020). Figure R1.2 clearly shows the excellent average overlap between our synthetic dataset and 

measured data. Different bio-optical characteristics produce slight deviations from the mean curve, 

indicating natural variability. 

 



 

Figure R1.3 Chlorophyll concentration as a function of the maximum band ratio for OC4-type algorithms, for 

the synthetic dataset and for data in Valente et al. (2022) and Zibordi and Berthon (2024). 

Figure R1.3 shows how a given chlorophyll concentration in the dataset relates to the generated 𝑅𝑟𝑠 

through an index that is used to estimate chlorophyll in the ocean: 

𝑀𝐵𝑅𝑂𝐶4 =
max⁡[𝑅𝑟𝑠(443), 𝑅𝑟𝑠(490), 𝑅𝑟𝑠(510)]

𝑅𝑟𝑠(560)
 

From 𝑅𝑟𝑠, we calculate the maximum band ratio 𝑀𝐵𝑅𝑂𝐶4, an index known to be a good predictor for its 

good correlation to chlorophyll concentration (C) in oceanic waters, but also used for studying the 

consistency of a given dataset in all kinds of water (Nechad et al. 2015). Here, matched 𝑀𝐵𝑅𝑂𝐶4 and 

chlorophyll concentration from two large in situ datasets are plotted (Valente et al. 2022; Zibordi and 

Berthon 2024), showing a good general overlap, though with some degree of differences among them, that 

are explainable due to different bio-optical characteristics of the seas sampled. Data from our dataset 



generally agrees with the trend.

 

Figure R1.4 Total suspended matter concentration as a function of 𝑅𝑟𝑠(665), for the synthetic dataset and 

for data in Valente et al. (2022) and Zibordi and Berthon (2024). 

The last comparison to real 𝑅𝑟𝑠 data involves the relationship to the total suspended matter concentration 

(T), relevant for coastal and inland water, which usually show higher turbidities. Our dataset does not need 

T for its generation, but it can be estimated as T=N+0.07C, after Brando and Dekker (2003), where N is the 

concentration of non-algal particles. It is known that T covaries with 𝑅𝑟𝑠 at long wavelengths, and 665 nm is 

commonly employed, due to the lesser disturbance by CDOM. Figure R1.4 shows that our dataset has a 

range of natural variability that includes that in in situ datasets (Valente et al. 2022; Zibordi and Berthon 

2024), once more confirming the suitability of this new dataset for optical studies in all ranges of water. 

The reader must note that for the new plots discussed above, the dot cloud amplitude in the in situ 

datasets is included in the synthetic dataset, meaning that the statistical treatment that was given to the 

inherent optical properties prior to radiative transfer simulations was such to ensure optical 

representativeness of many water types, as far as this plot is concerned. 

 

The manuscript is closer to a research paper than a data paper. 

This paper has the classical structure of a data paper, as outlined by the journal policies. These mention 

that a data description paper must contain “original data”, which our paper contains, and “an accurate 

account of the research performed”, which also contains. In other words, although this one is a data paper, 

it still has to document some amount of research that was needed in order to generate the data. It follows 

the same structure of similar papers published recently on the same topic on ESSD (Loisel et al. 2023; 

Nechad et al. 2015). 



The computations are of interest and should deserve deeper analysis especially on the anisotropy 

properties of the remote sensing reflectance in a dedicated research paper before publication as a “data 

paper”. 

We have generated a dataset with the additional novelty of directional variation. Any research derived 

from the usage of this dataset should come afterwards and not before the publication of this dataset. In 

terms of data quality, the dedicated analysis of the anisotropic properties of the remote sensing reflectance 

are a consequence of the bio-optical modelling, and strongly influenced by the phase function. Research 

has shown that the best choice for the phase functions to be used in radiative transfer simulation in natural 

waters are of the Fournier-Forand family (Berthon et al. 2007; Mobley et al. 2002; Pitarch et al. 2016; 

Sullivan and Twardowski 2009), and we make this choice in the paper, also in line with recent datasets in 

ESSD (Loisel et al. 2023). Once the bio-optical modelling is considered accurate enough, the angular 

variability of the reflectance generated by Hydrolight can be considered accurate. Here, the manuscript 

already includes figures displaying the angular variability, explained based on theoretical considerations 

and former results by Park and Ruddick (2005). 

Research on the anisotropy of the reflectance supported by this dataset was carried out in the framework 

of an EUMETSAT project on BRDF correction for OLCI, and we already have two manuscripts in submission 

and in preparation. We can simply anticipate that if a semianalytical model is calibrated using this dataset, 

the directional modelling of the reflectance performs better than any existing model when compared to 

multiangular radiometric data. 

Specific comments: 

The manuscript structure could be significantly improved to introduce the terms/equations before their 

usage in the text body (hard to follow in the present shape). 

We will make sure that every quantity is properly introduced. 

l would advise to start with the radiative transfer equation and detail the terms to be used as input to solve 

the equation to provide the AOP outcomes 

The manuscript was structured similarly to other papers that include Hydrolight simulations (e.g., Brando et 

al. 2012; IOCCG 2006; Loisel et al. 2023; Nechad et al. 2015; Pitarch et al. 2016), where there is no need to 

write the radiative transfer equation. But we will make sure that all concepts are clear.  

L.11: “optical domain” is very large, maybe, replace with “UV-visible to near-infrared range”. 

We acknowledge that “optical domain” is not completely precise. We will use “extended optical domain”, 

clearly making explicit the range. 

L.18: from 350 nm to ??? nm (give the upper limit) 

This is not the range of output data but the range of input phytoplankton spectra. The upper limit of a 

phytoplankton absorption spectrum is not relevant as far as it covers up to a minimum of ~720 nm, beyond 

which it is essentially zero and does not contribute to the absorption budget. To avoid lengthy descriptions, 

we prefer to keep it as it is. 

L.40 and L.42: please avoid to use “C” and “N” which could be understand by Carbon and Nitrate in the 

biogeochemical community 

In the field of optics, there is not yet a community consensus on which letters to use for these quantities. 

The reason to use such letters was to find a notation as compact as possible, given that they are used in 

many equations and plots. The author is right that C and N stand for the elements Carbon and Nitrogen in 



chemistry, but it should be acknowledged that oftentimes there are variables or quantities that use similar 

letters across research fields. We therefore keep our notation. 

L.130-131: B_ph not defined. Why using “ph” for both whereas the latter is for “non-algal” 

That was a typo. The second 𝐵𝑝ℎ will be replaced by 𝐵𝑁𝐴𝑃. 

Regarding the use of “ph” for “non-algal”, the reviewers is right. This was a typo and will be corrected. 

L.152: “A” and “E” not defined 

We will provide an in-line definition by explicitly writing their defining equation 𝑎𝑝ℎ(𝜆) = 𝐴(𝜆)𝐶𝐸(𝜆) after 

Bricaud et al. (1995). 

L.154: “spectral slope” not defined 

The concept “spectral slope” is used in bio-optical literature to mention an exponent or a coefficient within 

an exponent. We will cite Table 1, where they are properly put in context. 

L.155: ”..scattering coef. are set constant”: you mean spectrally constant? 

It is meant that they remain unchanged for the whole dataset (not this dataset but others). If they are 

spectra, they remain the same. This is a fact that we criticize because leaving these parameters constant 

hinders optical variability and does not agree with observations, as we report in several figures in the 

paper. We will try to clarify this sentence in the revised version. 

L. 181-183: B_ph, b_ph,b_b,ph : not defined 

We will make sure that these and other quantities are defined before usage in the paper. 

L.188: “more realistic angular variation”, is this statement demonstrated, any reference? 

Yes. Numerous studies have demonstrated that Fournier-Forand phase function are best analytical 

representation at hand to model the angular scattering of marine particles, either from indirect evidence 

following simulations (Mobley et al. 2002; Pitarch et al. 2016) or from direct comparison to measured 

phase functions (Berthon et al. 2007; Sullivan and Twardowski 2009). We will incorporate relevant citations 

into this part of the manuscript. 

L. 229: you could introduce here the concept of “specific absorption”, it would be nice as well to discuss the 

impacts of different specific absorption coefficients in your study (e.g., different phytoplankton 

species/mixture) 

The concept of “specific absorption” is not used in our bio-optical modelling. The reason is that specific 

absorption is defined as the absorption divided by a given concentration, in this case, chlorophyll, so: 𝑎𝑝ℎ
∗ =

𝑎𝑝ℎ

𝐶
. The problem with this concept is that it assumes that the 𝑎𝑝ℎ is proportional to 𝐶, which it is not 

realistic, as there is the phenomenon called packaging effect (Bricaud et al. 1995), which essentially implies 

that the increase of 𝑎𝑝ℎ with 𝐶 is less than proportional. For such a reason, we modelled 𝑎𝑝ℎ using a more 

complex approach that is a refinement of the procedure used to generate 𝑎𝑝ℎ for the IOCCG dataset 

(IOCCG 2006). We believe that the manuscript explains the procedure well enough. This approach is based 

on scaled 𝑎𝑝ℎ spectra that are picked from a large compilation of 𝑎𝑝ℎ. Therefore, many phytoplankton 

mixtures are realistically represented.  

L.256 and 260: could you elaborate on the choice of the thresholding values 

Such thresholds were selected by experience, and trial-and-error. Essentially, in situ measurements of 𝑎𝑝ℎ 

spectra can sometimes be noisy or problematic depending on the equipment and the type of water 



sampled, and these problems increase in the UV region. The dataset we gathered of 𝑎𝑝ℎ included some 

spectra that had suspicious features, i.e., high increase in the UV, many negative values, or spectral 

misalignment. We believe that our thresholds effectively kept a large number of high-quality spectra. These 

explanations are provided in the paragraphs from line 263 to 271. 

L.272: it would be of interest to show the phytoplankton specific absorption in a dedicated figure. 

See the related comment above. 

L. 310: “the offset was removed”... be careful with this assumption that is true for CDOM but not for 

minerals that might absorb in the red and near-infrared 

The reviewer has the point that. Although the NIR offset removal is well established for CDOM, absorption 

of mineral particles at the NIR may be real. While this is plausible, the community has not yet found ways to 

predict such an offset as a function of other parameters within the bio-optical modelling. For this reason, 

we decided to adopt a more conservative approach and model NAP absorption as an exponential that 

tends to zero in the NIR, following other dataset descriptions (IOCCG 2006; Loisel et al. 2023; Nechad et al. 

2015). Extended explanations will be added in the text. 

L.312: title “particle backscattering” is for phytoplankton and non-algal particles/ minerals? 

Yes, particle backscattering includes backscattering by all particles other than water, and therefore, 𝑏𝑏𝑝 =

𝑏𝑏,𝑝ℎ + 𝑏𝑏,𝑁𝐴𝑃. That is specified later in eq. (6). 

Table 1: several terms are not defined for instance U, N , etc. that I understand as being uniform and 

normal distributions… but you used N for concentration of non-algal particles 

Yes, in the statistical modelling in this manuscript U and N are the uniform and normal distributions, 

respectively. For N, we acknowledge some potential confusion to the N representing the concentration of 

non-algal particles, so this will be clarified wherever it is needed. We might consider using another font for 

the probability density functions. 

L. 435: why using h=0.7 ?? 

This part of the bio-optical modelling is the one where a high number of assumptions must be made 

because there are no measurements of phytoplankton scattering or attenuation as a function of chlorophyll 

concentration. Therefore, for the principle of parsimony, we remained close to the modelling in the IOCCG 

dataset. However, we noticed that using ℎ = 0.63 generated many realizations where 𝑐𝑝ℎ < 𝑎𝑝ℎ (note that 

the modelling has a stochastic component). Noting that the CoastColour dataset (Nechad et al. 2015) has 

ℎ = 0.795, we decided to raise ℎ just a bit until 0.7, which falls in between both, and finally allowed us to 

obtain realistic IOPs. Explanations for this choice will be given. 

L. 450 and 457: “a_ph < c_ph which is unphysical”, I think you would mean the opposite “a_phy > c_phy … 

We thank the reviewer for finding this error. The original sentence mentioned the spectra that were 

physical, but then it was changed without changing the sense of the inequality. In the revised version, the 

text and the equation will be consistent. 

L. 459-464: on the setting of “B_ph”, I think in your study this setting is critical to compute the angular 

shape of the VSF and therefore the impact of the anisotropy of the remote sensing reflectance (e.g. BRDF). 

We appreciate this comment. It is true that 𝐵𝑝ℎ is more important for BRDF applications than for others, 

i.e., algorithm development using reflectances at a fixed geometry. Initially, it might be thought as being 

critical, but in reality, it is not. The parameter that is more linked to the anisotropy is the backward lobe of 

𝛽/𝑏𝑏 (Sullivan and Twardowski 2009; Twardowski and Tonizzo 2018). In our synthetic dataset, the phase 



functions are from the Fournier-Forand family. It can be shown that for all the Fournier-Forand family, 

𝛽/𝑏𝑏⁡ is kept within a very narrow range of variability, which is also consistent with measured data (not 

shown). Therefore, given a reasonable 𝐵𝑝ℎ based on some other criteria, we can be confident that the 

anisotropy is well represented. 

Nevertheless, we provided independent validation, or closure, for the 𝐵𝑝ℎ in our study using unique data by 

Whitmire et al. (2010), in Fig. 4. Such a validation has never been performed by any other paper presenting 

a synthetic dataset, and properly shows that our modelling of phytoplankton scattering is realistic, given all 

data available for check. Extended explanations will be given in the revised version. 

Fig 5: x-label “C/N” very close to carbon to nitrate ratio…. 

We regret this potential confusion but since the variables are properly defined in the paper and there is no 

mention to either carbon or nitrogen, neither here nor in the development of other synthetic optical 

datasets, we keep such notation. 

L. 704: “1300 angles”, could you give the range (and increment) of the viewing zenith and azimuth angles 

There must be a phrasing problem in the paragraph. The range and increment of the viewing and azimuth 

angles is indicated 700-704. We will try to make it clearer in the revised version. 

L.748: letter “Psi” not defined 

Indeed Ψ was not defined before appearing. We will properly define it as the scattering angle the first time 

it is used. 

L. 765: “... for a turbid water scenario”, could you give the sediment (SPM) concentration 

SPM is not a driving variable for our synthetic dataset. Instead, the chlorophyll concentration C and the 

non-algal particles concentration N are included. Here, 𝐶 = 16.9⁡𝑚𝑔⁡𝑚−3 and 𝑁 = 0.13⁡𝑔⁡𝑚−3. We will 

replace the term “turbid” by “productive”. 
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