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Response to topic editor: 1 
 2 

[Comment 1] Thank you for your resubmission and patience in the rereview process. While 3 
both reviewers appreciated the authors' revisions and have a more positive outlook on the study, 4 
they still have remaining comments that need to be addressed before we consider the manuscript 5 
for publication. 6 
Response: We sincerely appreciate the editor’s time and effort in handling our manuscript and 7 
thank the reviewers for their thoughtful reassessment of our work, we have now included our 8 
appreciation in the acknowledgments section of the revised manuscript. We are grateful for 9 
their constructive feedback and are pleased to hear that they have a more positive outlook on 10 
our study. We have carefully revised the manuscript accordingly. Below, we provide a detailed 11 
response to each comment, outlining the corresponding revisions. 12 

[Comment 2] Both reviewers still have reservations about combining the phenologic 13 
information across four datasets that use inherently different approaches. Both have specific 14 
thoughts on these points and I agree all should be addressed. At the very least, there needs to 15 
be some more discussion that combining these datasets across different methodologies is a 16 
limitation, even despite some benefit from the REA method. I noticed one or two sentences on 17 
this in the discussion, but given the concerns of the reviewer and myself, it could be expanded 18 
on a bit more. Specifically, there are both differences in the data sources, but also the 19 
methodology used from these sources. I, however, can appreciate that there are different 20 
approaches to estimating start and end of season, with not much agreement or motivation across 21 
the community about which method is “best.” Integrating across methods is valuable. Indeed, 22 
also showing how REA has higher value than arithmetic average is useful and shows some 23 
potential mitigation of these issues. 24 
Response: We sincerely appreciate the editor’s and reviewers’ insightful comments and 25 
concerns regarding the integration of phenological information across datasets that employ 26 
inherently different approaches. 27 

We have expanded the discussion section to provide more examination of these limitations by 28 
explaining the differences in data sources and processing methodologies among the four 29 
phenology datasets, clarifying how these variations may influence the REA results. While 30 
discrepancies may exist in multi-source data integration, the REA method mitigates these 31 
inconsistencies by dynamically weighting datasets based on their interannual variability and 32 
agreement with others. 33 

We conducted sensitivity analyses using different dataset combinations and time spans to 34 
evaluate the robustness of this method. Our results (see Figures S6 and S7) indicate that the 35 
composition of input datasets has a greater influence on fusion results than the length of the 36 
time series. The average deviation between different dataset combinations and the long-term 37 
four-dataset fusion results is 7.1 days, whereas SOS and EOS variations across different time 38 
spans (e.g., 5-year vs. 10-year fusion) are relatively minor (4.1 and 3.2 days, see Figure S6). 39 
Moreover, fusion weights derived from shorter time series are largely consistent with those 40 
obtained using the full dataset (see Figure S8). In the multi-time span analysis, the fusion results 41 
of SOS are more stable than EOS, and the longer time series result is more similar to the REA 42 
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fusion result (1982-2022).  43 

 44 

Figure S6: Comparison of fusion results of four groups of data at different time lengths from 45 
2001 to 2010. (a, c) Difference plots between the fusion results of SOS and EOS for the four datasets 46 
over the 2001-2010 period and the original long-term REA fusion results. (b, d) Difference plots 47 
between the fusion results of SOS and EOS obtained by separately fusing the two sub-periods of data 48 
(2001-2005 and 2006-2010) and subsequently concatenating them, and the original long-term REA 49 
fusion results. 50 

 51 

Figure S7: Differences between the SOS and EOS data fusion results from various data source 52 
combinations and the fusion results of the long-term four datasets over the 2001-2010 period. (a-53 
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b) Group 1 represents the difference between the fusion of GIM_4g and VIP data and four datasets 54 
REA result. (c-d) Group 2 represents the difference between the fusion of VIP data and GIM_3g data 55 
and four datasets REA result. (e-f) Group 3 represents the difference between the fusion of GIM_3g 56 
and MCD12Q2 data and four datasets REA result. 57 

 58 

Figure S8: Comparison of fusion data weights for the four datasets over different time lengths 59 
from 2001 to 2010. (a, c) Weights of the SOS and EOS fusion data for the four datasets over the entire 60 
2001-2010 period. (b, d) Weights of the fusion data after separately fusing the two sub-periods of data 61 
(2001-2005 and 2006-2010) and subsequently concatenating them. The red dashed line separates the 62 
two sub-periods. 63 

Our analysis suggests that datasets incorporating more reliable sources could improve the result 64 
of data fusion. For example, groups 2 and 3, which include GIM_3g SOS, exhibit smaller 65 
differences from the long-term fusion results than group 1 and demonstrate higher consistency 66 
with PhenoCam observations (Figure 5d). The EOS fusion results are more stable across 67 
different dataset combinations. These results show that multi-source data integration could help 68 
improve accuracy. The similarity in weight distributions across different dataset combinations 69 
(Figure S9) suggests that dataset selection remains a critical factor influencing final results, and 70 
incorporating additional high-quality datasets in the future could further enhance accuracy and 71 
robustness. 72 

The effectiveness of data fusion results depends on the complementarity and quality of input 73 
datasets. The REA method can effectively integrate different datasets with independent 74 
information, enhancing both the accuracy and consistency of the phenological result. Given the 75 
lack of consensus on the "best" approach for extracting phenological dates, our study highlights 76 
the value of integrating multiple-method datasets rather than relying on a single dataset. 77 

Furthermore, we clarify the advantage of the REA method over a simple arithmetic average by 78 
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demonstrating its ability to refine SOS and EOS estimates through dynamic weighting. Our 79 
results show that REA reduces biases associated with individual datasets, producing a more 80 
reliable phenology dataset. We have made these points clearer in the revised manuscript. 81 

Please refer to lines 448-474. 82 

 83 

Figure 5: Scatterplots and radar charts of performance for each phenology dataset and the 84 
merged phenology dataset obtained using the REA method. (a–f) SOS evaluation results of the 85 
GIM_4g, MCD12Q2, VIP, GIM_3g, Average, and REA datasets, respectively, (m) radar chart of the 86 
SOS evaluation results, (g–l) EOS evaluation results of the GIM_4g, MCD12Q2, VIP, GIM_3g, 87 
Average, and REA datasets, respectively, and (n) radar chart of the EOS evaluation results. Each point 88 
represents a site year in the figure. OBS indicates ground-based phenocam phenological dates, RMSE 89 
indicates the root mean square error, UbRMSE indicates the unbiased RMSE, BIAS indicates the mean 90 
difference between the satellite-based results and the ground-based verification results, STD indicates 91 
the standard deviation, and CORR indicates the correlation coefficient. 92 
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 93 
Figure S9: Distribution of fusion weights for SOS and EOS data from different data source 94 
combinations over the 2001-2010 period. (a, b) Group 1: Fusion weights for the combination of 95 
GIM_4g and VIP data. (c, d) Group 2: Fusion weights for the combination of VIP data and GIM_3g 96 
data. (e, f) Group 3: Fusion weights for the combination of GIM_3g and MCD12Q2 data. 97 

[Comment 3] Both reviewers also agree revisions are required in the discussion. Please follow 98 
their points, which is not limited to more discussion about the limitations of the REA method 99 
itself and limitations combining the datasets that use different methodologies. 100 

Response: We have revised the manuscript following the reviewers' suggestions. Specifically, 101 
we have added a discussion on the limitations of the REA method in Section 4.2 (Strengths, 102 
Limitations, and Sensitivity Analysis of the REA Approach), expanded the discussion on 103 
dataset discrepancies and integration challenges in Section 4.1 (Integrating Multi-Source 104 
Phenology Data and Addressing Dataset Discrepancies), and provided further insights into the 105 
differences in vegetation phenology trends and key influencing factors in Section 4.3 106 
(Consistency of SOS and EOS Trends Across Studies and Key Influencing Factors). These 107 
revisions directly address the reviewers' concerns and enhance the discussion of methodological 108 
and dataset-related limitations. Please refer to lines 419-513 in the revised manuscript and we 109 
cope the text directly, please see the details below. 110 

4.1 Integrating Multi-Source Phenology Data and Addressing Dataset Discrepancies 111 

This study integrates four widely used remote sensing phenology datasets (VIP, GIM_4g, 112 
MCD12Q2, and GIM_3g) using the Reliability Ensemble Averaging (REA) method to improve 113 
the consistency of Start of Season (SOS) and End of Season (EOS) estimations. Our analysis 114 
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shows substantial discrepancies among these datasets, consistent with previous findings that 115 
SOS estimates can vary by 60 days (White et al., 2009) or even exceed 100 days (De Beurs and 116 
Henebry, 2010), depending on the extraction method. We find the inconsistencies that arise 117 
from both differences in data sources and variations in phenology extraction methodologies by 118 
evaluating the spatial distribution of the multi-year mean SOS and EOS across datasets. 119 

The REA method produces a more harmonized phenology result by assigning different weights 120 
to each dataset based on its reliability to mitigate discrepancies. The effectiveness of this 121 
approach is demonstrated by the lower deviation of SOS and EOS estimates across merged 122 
results and phenocam datasets. As shown in Figure 1, the differences in SOS and EOS among 123 
the four datasets across the Northern Hemisphere reach approximately 15 days on average, 124 
with some regions exhibiting even larger discrepancies (more than 120 days). These variations 125 
might be caused by factors such as sensor characteristics, data preprocessing techniques, and 126 
phenological extraction methods. For instance, similarities in spatial distributions between the 127 
GIM_4g and VIP datasets likely stem from their common use of AVHRR sensor data, whereas 128 
their mean difference (14 days) could be attributed to differences in time-series reconstruction 129 
techniques. Differences between GIM_4g and GIM_3g are primarily driven by different data 130 
fitting methodologies. The data smoothing techniques aim to preserve vegetation dynamics 131 
while reducing noise, but the optimal method is still unclear, as the appropriate method depends 132 
on the specific biogeographical characteristics of a given region (Hird and McDermid, 2009). 133 

Additionally, phenology extraction methods exhibit varying effectiveness across different 134 
ecological regions (Reed, 2003). Evaluating dataset consistency with PhenoCam observations 135 
across different plant functional types (PFTs), we find that dataset performance varies by PFT 136 
and time period. For instance (in Figure S2), VIP data show consistency with PhenoCam 137 
observations in deciduous broadleaf forests in 2001, whereas GIM_3g outperformed other 138 
datasets in 2002. And MCD12Q2 shows better agreement in evergreen needleleaf forests. These 139 
findings stress the challenges of integrating datasets with inherently different methodological 140 
foundations. We further evaluated the greening trend, which reflects the vegetation growth 141 
status during the growing season, as indicated by NDVI trends (Li et al., 2023). The greening 142 
trend estimated from VIP (-10.16 × 10⁻⁴ yr⁻¹) was lower than that from REA (-1.14 × 10⁻⁴ yr⁻¹) 143 
and GIM_4g (3.55 × 10⁻⁴ yr⁻¹). The proportion of areas exhibiting greening trends was 25.22% 144 
(with 41.44% significantly greening) for VIP, 68.49% (with 38.32% significantly greening) for 145 
GIM_4g, and 49.83% (with 56.83% significantly greening) for REA. The substantial differences 146 
in greenness trends across datasets (in Figure S3) highlight the necessity of an integrated 147 
approach for robust phenology estimation. 148 

4.2 Strengths, Limitations, and Sensitivity Analysis of the REA Approach 149 

Given the lack of consensus on the "best" approach for extracting phenological dates, our study 150 
highlights the value of integrating multiple methodologies rather than relying on a single 151 
dataset. The REA method improves phenology estimations by weighting datasets based on 152 
reliability rather than assuming equal contributions, as in a simple arithmetic average (Lu et 153 
al., 2021). The REA method considers the temporal correlation of vegetation phenology data 154 
by employing a voting principle (Giorgi and Mearns, 2002), and this approach facilitates 155 
convergence of data while retaining differences of the spatial distribution, thereby offering 156 
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advantages in multisource data fusion than simple averaging. Our results indicate that REA 157 
merged phenology results are more consistent with PhenoCam observations than individual 158 
datasets and simple average results, demonstrating its potential to reduce biases between 159 
different datasets caused by different extraction methods. However, while REA enhances 160 
consistency, it does not fully eliminate methodological discrepancies. 161 

To evaluate the robustness of this approach, we conducted sensitivity analyses using different 162 
dataset and time span combinations. Our results (see Figures S6 and S7) indicate that the 163 
combination of different input datasets has a greater influence on fusion results than the length 164 
of the time series. The average deviation between different dataset combinations and the long-165 
term four-dataset fusion results is 7.1 days, whereas SOS and EOS variations across different 166 
time spans (e.g., 5-year vs. 10-year fusion) are relatively minor (4.1 and 3.2 days, see Figure 167 
S6). Moreover, fusion weights derived from shorter time series are largely consistent with those 168 
obtained using the full dataset, see Figure S8. In the multi-time span analysis, the fusion results 169 
of SOS are more stable than EOS, and the longer time series result is more similar to the REA 170 
fusion result (1982-2022).  171 

The effectiveness of data fusion depends on the complementarity and quality of input datasets. 172 
Our analysis suggests that datasets incorporating more reliable sources could produce 173 
improved fusion results. For example, GIM_3g SOS demonstrate higher consistency with 174 
PhenoCam observations (Figure 5d); groups 2 and 3, which include GIM_3g SOS, exhibit 175 
smaller deviations from the long-term REA fusion results than group 1. In contrast, EOS 176 
estimates are more stable across different dataset combinations. These results show that multi-177 
source data integration could help improve accuracy. The similarity in weight distributions 178 
across different dataset combinations (Figure S9) suggests that dataset selection remains a 179 
critical factor influencing final estimates. Incorporating additional high-quality datasets in 180 
future studies could further enhance accuracy and robustness.  181 

4.3 Consistency of SOS and EOS Trends Across Studies and Key Influencing Factors 182 

Global climate change has significantly influenced vegetation phenology, with a general 183 
advancement in SOS and a delay in EOS (Piao et al., 2019a). Our REA-based dataset estimates 184 
an SOS advancement of 0.19 days per year during 1982-2020 (p<0.01), aligning with previous 185 
findings, such as 1.4 ± 0.6 days per decade for 1982-2011 (Wang et al., 2015) and a 5.4-day 186 
advance from 1982 to 2008 (Jeong et al., 2011). Similarly, EOS has been delayed at a rate of 187 
0.18 days per year (p<0.01), consistent with prior estimates of 0.18 ± 0.38 days per year for 188 
1982–2011 (Liu et al., 2016) and a 6.6-day delay from 1982 to 2008 (Jeong et al., 2011). 189 
Deviations between REA-based trends and those from individual datasets (Blunden et al., 2023) 190 
suggest that variations in data sources and study regions contribute to observed discrepancies. 191 

Differences in SOS trends across studies arise from multiple factors, including study period, 192 
land cover changes, spatial domain, environmental heterogeneity, and methodological 193 
differences. Trend estimates are highly sensitive to the selected time window, particularly at the 194 
start and end years (Cong et al., 2013). Interannual and decadal climate variability can further 195 
influence these trends contributing to discrepancies across studies. Land cover changes, such 196 
as wildfires and deforestation (Jeong et al., 2011), can influence the extraction result of 197 
phenology, then affect SOS trends. Additionally, spatial differences in studies also influence the 198 
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rate of trends in different studies, as phenology is affected by vegetation type and climate 199 
sensitivity. For instance, Jeong et al. (2011) analyzed temperate vegetation between 30°N–80°N, 200 
and Wang et al. (2015) focused on 30°N–75°N, excluding evergreen forests and managed 201 
landscapes. Since phenology responds differently across species and locations (Maignan et al., 202 
2008), variations in study areas contribute to discrepancies. Photoperiod constraints introduce 203 
additional latitudinal differences in phenological responses to warming (Meng et al., 2021). 204 
Moreover, precipitation and other environmental factors vary spatially, further influencing SOS 205 
estimates. 206 

Different methods of extracting phenology from remote sensing data could introduce 207 
uncertainties between different datasets (White et al., 2009; Jeong et al., 2011; Cong et al., 208 
2013). Differences in filling missing data and filtering methods can affect the continuity of 209 
vegetation index time series, leading to discrepancies in phenology results. Reducing these 210 
inconsistencies among different datasets and producing more harmonized data is a primary 211 
motivation for employing the REA method, which reduces uncertainties by integrating datasets 212 
based on their reliability. Recognizing these factors also explains the discrepancies in SOS/EOS 213 
trends and stresses the need for standardized methodologies in phenological trend analyses. 214 

4.4 Conclusion and Perspective 215 

Shifts in vegetation phenology affect ecosystem structure (Kharouba et al., 2018; Yang and 216 
Rudolf, 2010), consequentially affecting biodiversity (Renner and Zohner, 2018), terrestrial 217 
carbon and water cycles (Piao et al., 2020), and the climate system (Green et al., 2017; Piao 218 
et al., 2020). The Establishment of a comprehensive and reliable vegetation phenology dataset 219 
is thus of critical importance. Our study demonstrates that the REA method provides a robust 220 
approach for integrating multi-source phenology datasets and produced a vegetation 221 
phenology dataset for regions above 30 degrees in the Northern Hemisphere from 1982 to 2022. 222 
This dataset could be used for subsequent analyses, such as examining vegetation phenology 223 
dynamics and their impacts on the terrestrial carbon cycle and water balance, and providing 224 
climatic feedback for global vegetation dynamics modeling. Integrating more vegetation 225 
phenology datasets that consider regional characteristics and refining the weight could be done 226 
in a future study, which could improve the accuracy and reliability of the merged phenology 227 
dataset. Additionally, higher-resolution phenology datasets will also improve the consistency 228 
between remote sensing phenology datasets and ground-based results. High-resolution datasets 229 
will enhance our ability to assess phenological changes in heterogeneous landscapes and 230 
improve local-scale ecological modeling, offering new opportunities to enhance monitoring 231 
and prediction of vegetation dynamics in response to environmental change.  232 
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Response to Reviewer #1: 233 
 234 

[Comment 1] I appreciate the authors’ edits in response to my and the other reviewer/editor’s 235 
comments. The dataset and method descriptions are much improved, including how SOS and 236 
EOS are extracted for each dataset. Figure 2 is much easier to interpret now. I also appreciate 237 
the author’s response about the different SOS/EOS extraction thresholds used across the 238 
different datasets. I understand that they are meant to indicate similar phenological stages, so 239 
can be combined, though I still have reservations about this method. I think this needs to be 240 
stated more clearly in the intro and/or methods so readers understand this potential source of 241 
error, and why it still works to combine datasets with differing extraction thresholds. However, 242 
given the improvement in the merged REA dataset over the initial 4 datasets, I do think this is 243 
an effective method to improve accuracy in extracting phenological transition dates. 244 
Response: We sincerely appreciate the reviewer's constructive feedback and recognition of the 245 
improvements made to the dataset and method descriptions, as well as the enhanced clarity of 246 
Figure 2. Regarding the concern about combining datasets with different SOS/EOS extraction 247 
thresholds, we have revised the Introduction section to explicitly address this issue, please refer 248 
to the second paragraph in the introduction revision in the response to comment 2. 249 

[Comment 2] The discussion section still needs considerable work. As I mention in the line 250 
edits below, the first couple paragraphs describing the different datasets and data fusion 251 
methods fit much better in the introduction and/or methods sections. The discussion section 252 
should provide interpretation for the observed results with examples from the existing literature. 253 
As it is, there is very little interpretation of the results and what they mean from an ecological 254 
perspective. Finally, the authors describe a “greenness trends” analysis at the end of the 255 
discussion section, which is not described in the methods section and I’m unsure of the 256 
interpretation. How was this analysis done and why? I see that the authors added this in response 257 
to my previous comment to “compare entire seasonal trends in vegetation greenness.” I meant 258 
that it would be helpful to compare annual within-year variability in greenness across the 259 
different datasets rather than just the SOS/EOS dates. However, I think this could be saved for 260 
a separate paper. I apologize for the confusion. 261 
Finally, the manuscript should generally be edited for clarity. I’ve suggested some edits below, 262 
but they are not exhaustive. 263 
Response: Following the reviewer’s suggestions, we have reconstructed the discussion section 264 
and moved the discussion of data fusion methods and the explanation of REA methods for data 265 
fusion of different threshold extraction methods to the introduction section. 266 

The trend of Growing Season Greenness (GSG) is calculated based on the change in the mean 267 
Normalized Difference Vegetation Index (NDVI) values within the growing season (between 268 
the SOS and EOS events). The trend analysis method used in Figure S2 (now Figure S3) is the 269 
Mann-Kendall test. Greenness, which reflects vegetation growth conditions, is typically 270 
represented by NDVI (Myneni, 1997). The differences in GSG among datasets highlight the 271 
necessity of an integrated approach for robust phenology results. The specific calculation 272 
method for GSG is detailed in the response to Comment 56. 273 

Meanwhile, we have supplemented the limitation discussion of the REA method and 274 
influencing factors of differences in the phenology trend, please refer to “4.2 Strengths, 275 
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Limitations, and Sensitivity Analysis of the REA Approach” and “4.3 Consistency of SOS and 276 
EOS Trends Across Studies and Key Influencing Factors”. 277 

Introduction revision: (line 58-88) 278 

Data fusion methods generally include unmixing-based, weight-function-based, and Bayesian-279 
based approaches (Gevaert and García-Haro, 2015; Piao et al., 2019a). In vegetation phenology 280 
studies, fusion methods based on raw remote sensing data, such as the Spatial and Temporal 281 
Adaptive Reflectance Fusion Model (Gao et al., 2006) and the Enhanced Spatial and Temporal 282 
Adaptive Reflectance Fusion Model (Zhu et al., 2010), are often influenced by vegetation types, 283 
growth conditions, and methodological assumptions (Sisheber et al., 2022). These methods are 284 
typically applied to specific regions, and their performance can be affected by nonlinear spectral 285 
mixing, where the reflectance of vegetation endmembers (i.e., the pure spectral signatures of 286 
distinct land cover types) changes nonlinearly, and the spectral response of a single pixel is no 287 
longer a simple linear combination of the endmember spectra (Ma et al., 2015). The nonlinear 288 
combination of the ground feature can degrade the accuracy of vegetation phenology extraction. 289 
Unlike these approaches, the Reliability Ensemble Averaging (REA) method is not based on 290 
the assumption of linear reflectance changes. Instead, it directly merges annual phenology 291 
products based on their reliability. Compared to traditional data fusion methods, the REA 292 
method shows its advantages by simplicity and efficiency (Lu et al., 2021) while explicitly 293 
accounting for dataset reliability, in contrast to simple averaging methods that assume equal 294 
reliability across datasets. The simple averaging method treats all datasets equally, despite their 295 
uncertainties varying across time and space (Lu et al., 2021; Wang et al., 2019), which leads to 296 
potential inaccuracies in the result. The REA method considers the temporal consistency of 297 
vegetation phenology data and uses the voting principle (Giorgi and Mearns, 2002), which 298 
provides convergence while preserving spatial differences, making it suitable for multi-source 299 
data fusion. 300 

Remote sensing vegetation phenology typically reflects key transition dates in the vegetation 301 
growth cycle, such as the start and end of the growing season, using various vegetation indices 302 
(e.g., NDVI, LAI, and SIF) (Cong et al., 2012; Piao et al., 2019b). Ideally, phenological dates 303 
extracted from different methods (thresholds, derivatives, smoothing functions, and fitted 304 
models) should accurately capture changes in actual physiological conditions (De Beurs and 305 
Henebry, 2010). However, in existing phenology datasets, there is often no "best" definition of 306 
these transition dates (White et al., 2009). The effectiveness of different extraction methods can 307 
vary across regions and periods, and may not always perfectly reflect true vegetation conditions 308 
(Cong et al., 2013; De Beurs and Henebry, 2010). For instance, in high-latitude areas, 309 
meaningful observations are relatively sparse. If the smoothing method removes too mach 310 
information, it may reduce the ability to extract phenological signals that accurately reflect 311 
surface dynamics (Wang et al., 2015). Therefore, integrating multiple datasets based on their 312 
reliability, rather than relying on a single dataset or using a simple averaging method, is a more 313 
robust approach. Our study stresses the value of integrating different datasets, and phenology 314 
results can be improved by applying the REA method, which assigns weights based on dataset 315 
reliability. This method can reduce uncertainties and provide a more accurate representation of 316 
phenological dynamics across different spatial and temporal scales. 317 
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Discussion revision: We have substantially revised the discussion section, please refer to the 318 
response to the editor’s comment#3. 319 

Major concerns: 320 
Line edits: 321 
[Comment 3] Line 16-17: “Improved substantially” compared to what? The 4 original data 322 
sets? 323 
Response: We have revised it into “The evaluation using ground-based phenocam data from 324 
280 sites indicated that the accuracy of the newly merged dataset was substantially improved 325 
compared to the four original datasets.”. Please refer to lines 15-17. 326 

[Comment 4] Line 18: put “with phenocam data” outside of the parentheses so readers 327 
immediately know what it’s correlated with: “had the largest correlation with phenocam data” 328 
Response: We have revised it into “The start of growing season and the end of growing season 329 
in the newly merged dataset had the largest correlation with phenocam data (0.84 and 0.71, 330 
respectively) and accuracy in terms of the root mean square error between phenocam data and 331 
merged datasets (12 and 17 d, respectively).”. Please refer to lines 17-19. 332 

[Comment 5] Line 20: Rather than saying an “advanced trend”, I would put this into context, 333 
e.g., “the start of the growing season is occurring 0.24 days earlier per year.” (Same for the end 334 
of the growing season result) 335 
Response: We have revised it into “Using the new dataset, we found that the start of the 336 
growing season is occurring approximately 0.19 days earlier per year (p < 0.01), while the end 337 
of the growing season is occurring 0.18 days later per year (p < 0.01) over the period 1982-338 
2020.”. Please refer to lines 19-21. 339 

[Comment 6] Line 25: Perhaps change “implications” to “impacts on”? 340 
Response: We have revised it into “Global change has notably altered the timing of vegetation 341 
phenology (Ettinger et al., 2020; Zhang et al., 2022), leading to important impacts on the carbon 342 
and water cycles of terrestrial ecosystems.”. Please refer to line 25. 343 

[Comment 7] Line 28: Suggested re-wording: “there is large variation in spatiotemporal 344 
resolution” 345 
Response: We have revised the sentence into “Various vegetation phenology datasets using 346 
remote sensing data have been produced, but inconsistencies and uncertainties arise when 347 
comparing these datasets with ground-based phenological observations, and there is large 348 
variation in spatiotemporal resolution.”. Please refer to lines 26-28. 349 

[Comment 8] Line 32: Perhaps start this sentence with “For example,” and remove “as” after 350 
PhenoCam. Also, phenology cameras (e.g., PhenoCam) aren’t really a ground-based 351 
measurement since the cameras are mounted above the canopies. It’s usually considered a 352 
“near-surface” remote sensing method (see https://link.springer.com/chapter/10.1007/978-3-353 
031-75027-4_20). 354 
Response: We have revised the sentence into “For example, PhenoCam, a near-surface remote 355 
sensing method, has been operational for more than 20 years.”. Please refer to lines 32-33. 356 
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[Comment 9] Line 36-37: This sentence is a little misleading because it implies that PhenoCam 357 
data isn’t processed using standardized methods, but it actually is. All PhenoCam sites are 358 
processed the same way, allowing for consistency and comparability across locations and time 359 
periods. 360 
Response: We have revised the sentence into “Additionally, remote sensing datasets and 361 
PhenoCam data, are processed using standardized methods that ensure consistency and 362 
comparability across different locations and periods.”. Please refer to lines 36-37. 363 

[Comment 10] Line 47: Start a new sentence here 364 
Response: We have revised the sentence accordingly by starting a new sentence at this point. 365 
Please refer to line 47. 366 

[Comment 11] Line 49-50: Briefly describe and/or provide an example of “different extraction 367 
methods”. What are you extracting (I assume SOS and EOS?). 368 
Response: We have revised it into “For estimates obtained using different extraction methods, 369 
such as varying algorithms or approaches for extracting SOS and EOS from the same satellite 370 
data, the discrepancies can exceed one month.”. Please refer to lines 49-51. 371 

[Comment 12] Line 50-51: Please explain what it means that the required NDVI phenology 372 
extraction threshold varies across biomes. 373 
Response: We have revised it into “Additionally, the NDVI (Normalized Difference Vegetation 374 
Index) threshold required for phenology extraction varies across different biomes due to 375 
differences in vegetation types, growth patterns, and environmental conditions, which affect 376 
how NDVI values correspond to phenological events such as the start and end of the growing 377 
season.”. Please refer to lines 51-54. 378 

[Comment 13] Line 52-53: Please re-word this for clarity: “method which can choose the best 379 
dataset in different time and space among all input datasets” 380 
Response: We have revised it into “Because it is difficult to determine the optimal dataset from 381 
the various phenology datasets, producing a merged dataset using a method that selects the most 382 
suitable dataset for different times and locations from all input datasets is essential for providing 383 
a comprehensive and accurate estimation of vegetation phenology with high spatiotemporal 384 
resolution.”. Please refer to lines 54-57. 385 

[Comment 14] Line 55: Please define the “simple averaging method”, or could re-word to say 386 
something like “Calculating the mean value across different datasets… 387 
Response: We have revised it into “The simple averaging method treats all datasets equally by 388 
calculating the mean value across different vegetation phenology datasets, despite their 389 
uncertainties varying across time and space”. Please refer to lines 70-71. 390 

[Comment 15] Line 57: I suggest replacing “whereas” with “but in reality” 391 
Response: We have reconstructed this paragraph and modified the expression. Please refer to 392 
the third paragraph of the introduction section. 393 
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[Comment 16] Line 59-60: This is confusing. Please clarify the definition of the “vegetation 394 
index method”- please clarify. What are “the mathematical formulas”? 395 
Response: We have reconstructed this paragraph and modified the expression, and have revised 396 
it into “Remote sensing vegetation phenology typically reflects key transition dates in the 397 
vegetation growth cycle, such as the start and end of the growing season, using various 398 
vegetation indices such as NDVI (Normalized Difference Vegetation Index) and EVI 399 
(Enhanced Vegetation Index) to assess vegetation conditions”. Please refer to lines 75-77. 400 

[Comment 17] Line 60-61: I’m not sure what this sentence means. What “homogenous 401 
surfaces”? 402 
Response: We have reconstructed this paragraph and modified the expression and removed the 403 
“homogenous” The word "homogeneous surfaces" refers to regions with relatively uniform 404 
vegetation cover. Please refer to the third paragraph of the introduction section. 405 

[Comment 18] Line 67: Also provide spatial extent of new dataset here. 406 

Response: The spatial resolution of the new dataset is 0.05°, with a temporal scale spanning 407 
1982-2020, and it covers regions north of 30°N latitude. Please refer to lines 90-91. 408 

[Comment 19] Line 85: Change “was” to “were” 409 
Response: We have revised the sentence (line 107).  410 

[Comment 20] Line 86: Can delete last sentence. Table 1 is already referenced above. 411 
Response: We deleted the last sentence. 412 

[Comment 21] Line 92-93: The definition of the “threshold method” is unclear. (e.g., “growing 413 
state of the vegetation as the time when…”). Maybe it would be helpful to include a figure 414 
showing this method, even if it’s just in the supplement. For example, see Fig 2 of this paper: 415 
https://www.nature.com/articles/sdata201828 416 
Response: According to your suggestion, we have drawn a figure (Figure S1) of the threshold 417 
method to help readers better understand this phenological extraction method. Please refer to 418 
line 117. 419 
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 420 

Figure S1: Diagram of vegetation phenology extraction using the threshold method. The red 421 
dotted line denotes the dynamic vegetation index threshold, which is calculated by multiplying the 422 
given threshold parameter and the maximum and minimum range of vegetation index. The green dotted 423 
line denotes the SOS (start of season) date, and the brown dotted line denotes the EOS (end of season) 424 
date.  425 

[Comment 22] Line 95: EOS abbreviation has not been defined in the paper yet. 426 
Response: We have defined the abbreviation of EOS, end of growing season, please refer to 427 
line 50. 428 

[Comment 23] Line 104-105: “The filtering method based on confidence interval and 429 
operational continuity algorithm were used” - What does this mean? 430 
Response: The filtering method, which uses confidence intervals and an operational continuity 431 
algorithm, was applied to reconstruct the time series curves. We revised this section as "which 432 
uses confidence intervals and an operational continuity algorithm" to make it clear that this is 433 
part of the filtering method, please refer to lines 128-129. 434 

[Comment 24] Line 107: Here and elsewhere, does “segment” mean “annual” since each 435 
“segment” is growing season? Consider using annual or growing season instead for clarity. 436 
Response: The start (end) of the season is defined using the modified Half-Max method (White 437 
et al., 2009) as the date when the NDVI2 time series first (last) crosses 35% of the growing 438 
season NDVI2 amplitude. In response to your suggestion, we have replaced "segment" with 439 
"growing season" to make it clear that the period refers to the growing season, please refer to 440 
line 131. 441 

[Comment 25] Line 114-115: This is a great description of amplitude- I would move this to the 442 
first time you describe extracting SOS and EOS dates. 443 
Response: We have moved the description of amplitude to the first time we describe extracting 444 
SOS and EOS dates, please refer to lines 117-119. 445 
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[Comment 26] Line 130: remove “i.e.” 446 
Response: We have removed “i.e.”, please refer to line 155. 447 

[Comment 27] Line 131: Add “the” before “PhenoCam Network” 448 
Response: We have added “the” before “PhenoCam Network”, please refer to line 156. 449 

[Comment 28] Line 133: Start a new sentence for “For detailed information…” 450 
Response: We have started a new sentence for “For detailed information…”, please refer to 451 
line 157. 452 

[Comment 29] Line 136: Add “A” before “spline interpolation”; add “the” before “phenocam 453 
data” 454 
Response: We have added “A” before spline interpolation and added “the” before “phenocam 455 
data”, please refer to line 161. 456 

[Comment 30] Line 137: Define “ROI” and “GCC”. Add “the” before PhenoCam Dataset v2.0”   457 
Response: We have revised the sentence. “A spline interpolation method was applied to 458 
PhenoCam data to extract transition dates for each region of interest (ROI) mask using the green 459 
chromatic coordinate (GCC) in the PhenoCam Dataset v2.0.” Please refer to lines 161-162. 460 

[Comment 31] Line 140: Can you use “ROI” instead of “AOI” for consistency? Or are they 461 
fundamentally different? 462 
Response: We have used “ROI” instead of “AOI” for consistency, please refer to line 165. 463 

[Comment 32] Line 142: Derivative of what? GCC? Another greenness metric? (Also missing 464 
a closing parenthesis) 465 
Response: The date of green-up each year was estimated as the day of year (DOY) 466 
corresponding to the maximum rate of increase in the 2G-RBi index. This is calculated as the 467 
maximum of the second derivative of the GCC time series (the maximum of the second 468 
derivative of GCC). We have also corrected the missing closing parenthesis in the revised 469 
manuscript, please refer to lines 168-169. 470 

[Comment 33] Line 147-148: “no phenology values in four data sources”- what does this mean? 471 
Are the four sources the 4 remote sensing datasets? Does it mean that 90 phenocams weren’t in 472 
this study’s geographic range? Or is there another reason the remote sensing and phenocam 473 
data didn’t overlap? 474 
Response: The phrase "no phenology values in four data sources" refers to the 90 PhenoCam 475 
sites where the four remote sensing datasets (used in this study) did not provide corresponding 476 
phenology values. This discrepancy arises because these sites include cropland surfaces, which 477 
are often not covered by large-scale remote sensing phenology datasets, and sparse vegetation 478 
areas, where low-resolution remote sensing images struggle to detect phenological signals. We 479 
have revised it into “For use in this study, we excluded 26 sites that only provided one direction 480 
of transition dates (either SOS or EOS) and removed 90 sites where the four remote sensing 481 
datasets did not provide corresponding phenology values (due to factors such as cropland 482 
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surfaces or sparse vegetation areas where low-resolution remote sensing struggles to detect 483 
phenological signals). We then selected PhenoCam data from 280 sites over the period 2000–484 
2018, resulting in 1410 site–year combinations.”, please refer to lines 173-177. 485 

[Comment 34] Line 159: Be sure to specify up front that the weight of each dataset can shift 486 
through time. 487 
Response: We thank the reviewer for their suggestion. To clarify, the weighting method was 488 
applied to derive more accurate Start of Season (SOS) and End of Season (EOS) dates from the 489 
four vegetation phenology datasets. The weight assigned to each dataset is not fixed but can 490 
vary over time, depending on the interannual variability of each dataset and the degree of 491 
consistency and offset among the four datasets. This has now been explicitly stated in the 492 
revised manuscript, “The weight assigned to each product was based on the interannual 493 
variability of each phenology dataset, as well as the degree of consistency and offset among the 494 
four datasets. Importantly, these weights can vary over time to reflect changes in dataset 495 
reliability and performance.”, please refer to line 187-189. 496 

[Comment 35] Line 162: what does “calculated in iterations” mean? 497 
Response: The phrase "calculated in iterations" refers to the iterative process used to determine 498 
the final weight coefficients. Specifically, consistency is measured as the difference between 499 
each input dataset and the mean value of the four datasets, while the offset is measured as the 500 
difference between the REA result and each input dataset. These values are updated iteratively 501 
during the weighting process until convergence is achieved. We have revised it into “The 502 
consistency is measured as the difference between each input dataset and the mean value of the 503 
four datasets, and the offset is measured as the difference between the REA result and each 504 
input dataset. These values are iteratively calculated during the process of determining the final 505 
weight coefficients.”, please refer to lines 189-191. 506 

[Comment 36] Line 169-170: Add “d” to end of “generate”. How can the REA method produce 507 
data that is “consistent with most of the input phenology products at the pixel level”? Isn’t the 508 
idea that each of the 4 datasets are more or less accurate at different places and times? So how 509 
can the REA dataset be consistent with most/all of them? 510 
Response: The REA method operates on the "voting principle," where the final result is 511 
generated by assigning different weights to the input data sources. This approach assumes that 512 
the majority of data values at each pixel are accurate, while outliers are down-weighted or 513 
excluded. As a result, the REA dataset aligns with the majority of input phenology products at 514 
the pixel level. However, it is important to note that the accuracy of the REA data varies across 515 
different locations and times. The method dynamically determines the weight of each dataset 516 
for specific places and times, ensuring that the most reliable data sources contribute more 517 
significantly to the final result. This flexibility allows the REA method to account for the 518 
varying accuracy of the input datasets across space and time. We have revised it into "The REA 519 
method, based on the 'voting principle' (where the REA result is generated by assigning 520 
different weights to the input data sources), produces data that aligns with the majority of input 521 
phenology products at the pixel level. This approach assumes that most data values at each pixel 522 
are accurate, while outliers are down-weighted or excluded.", please refer to lines 198-200. 523 
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[Comment 37] 196: “on” is a typo I assume- “more stringent “on” are required” 524 
Response: We have revised this sentence, please refer to line 226. 525 

[Comment 38] Line 204: What does “data” refer to? One dataset or data point? 526 
Response: In this context, "data" refers to individual data points. If a data point shows 527 
significant discrepancies compared to others, it may indicate issues such as improper extraction 528 
methods or regional anomalies. We have revised it into “If an individual data point shows 529 
significant discrepancies compared to others, potentially caused by improper extraction 530 
methods in that region, the 𝐵௉௛௘,௜  and 𝐷௉௛௘,௜  will extract this variance and incorporate it, 531 
along with the natural variability 𝜀௉௛௘ of the region into the weight distribution process” , 532 
please refer to line 234-236. 533 

[Comment 39] Line 230: I would just write out Mann-Kendall I(instead of M-K) since it’s not 534 
used much in the manuscript. 535 
Response: We have revised it from M-K to Mann-Kendall, please refer to line 261. 536 

[Comment 40] Line 249: Replace “lower” with “earlier” 537 
Response: We have replaced it from lower to earlier, please refer to line 287.  538 

[Comment 41] Line 304: This is a little confusing. Of course EOS dates are going to be later 539 
than SOS dates. By saying “Unlike the SOS data”, are you trying to point out that EOS dates 540 
are more uniform in timing that SOS? Consider re-wording to make this clearer. 541 
Response: We have reworded the sentence for clarity. The revised text please refer to lines 342-542 
343."Unlike the Start of Season (SOS) dates, which exhibit greater variability, the End of 543 
Season (EOS) dates are more consistent, predominantly occurring within day of year (DOY) 544 
270–330 (80.0%)." 545 

[Comment 42] Line 312: This is unclear: “regarding the coefficient of variation (CV) in the 546 
uncertainty range of” 547 
Response: We thank the reviewer for pointing out the lack of clarity in this sentence. To address 548 
this, we have revised the text as follows: 549 

"In Fig. 4(c, f), the coefficient of variation (CV) of the uncertainty in Start of Season (SOS) and 550 
End of Season (EOS) dates from 1982 to 2020 is analyzed. More than 56% (73%) of regions 551 
exhibit a CV below 1, 31% (18%) of regions have a CV between 1 and 1.5, and only 13% (8%) 552 
of regions show a CV higher than 1.5. No evident correlation is observed between CV and 553 
latitude changes." 554 

Additionally, we have adjusted minor punctuation and wording to improve clarity and 555 
readability, please refer to lines 351-354. 556 

[Comment 43] Line 330: First time CORR is used, please define. 557 
Response: We have defined CORR as correlation coefficient, please refer to line 370. 558 

[Comment 44] Line 336: What does “overestimate” mean (used 2 times)- predict dates that are 559 
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too late? 560 
Response: In this context, "overestimate" means that the GIM_4g dataset predicts End of 561 
Season (EOS) dates that are later than the observed dates. Specifically, the GIM_4g dataset 562 
demonstrates good performance but tends to overestimate EOS, resulting in a Root Mean 563 
Square Error (RMSE) of 43 days. We have revised it to “The GIM_4g dataset shows good 564 
performance but tends to overestimate the End of Season (EOS), with predicted dates occurring 565 
later than observed, resulting in an RMSE of 43 d. Both the VIP and the GIM_3g datasets also 566 
overestimate the EOS due to their spatial and temporal distributions, with RMSEs of 46 and 35 567 
d, respectively.” Please refer to lines 375-378. 568 

[Comment 45] Line 351: I suggest adding this to the end of the first sentence: “across years at 569 
a single location.” 570 
Response: As recommended, we have revised the sentence to: "We selected a long-term 571 
PhenoCam site (Morganmonroe) from PhenoCam to evaluate the merged dataset across years 572 
at a single location." 573 

[Comment 46] Line 352-353: suggested wording: “with data from 2010-2020 for both SOS 574 
and EOS” 575 
Response: As recommended, we have revised the sentence to: "We have chosen a US. 576 
PhenoCam site characterized by deciduous broad-leaved forest, with data from 2010–2020 for 577 
both SOS and EOS." Please refer to lines 393-394. 578 

[Comment 47] Line 354: Largest compared to what? The original 4 datasets? 579 
Response: As illustrated in the time series plot in Figure S4, the consistency between the REA 580 
results and PhenoCam data for both SOS and EOS is the highest when compared to the original 581 
four individual datasets. Please refer to lines 395-396. 582 

[Comment 48] Line 365: I suggest starting a new paragraph at “Over the study area” 583 
Response: We started a new paragraph at “Over the study area”. (line 407) 584 

[Comment 49] Lines 375- 421: This is all background information that belongs in the 585 
introduction section. For the discussion section, I suggest starting with a 3-4 sentence recap of 586 
the study’s motivations/methods, and then spend the rest of the discussion interpreting the 587 
results and linking them to the literature. 588 
Response: Thank you for your suggestion. We have revised the discussion section by moving 589 
the background information to the introduction, and restructuring the discussion section into 590 
four subsections 4.1 Integrating Multi-Source Phenology Data and Addressing Dataset 591 
Discrepancies, 4.2 Strengths, Limitations, and Sensitivity Analysis of the REA Approach, 4.3 592 
Consistency of SOS and EOS Trends Across Studies and Key Influencing Factors 4.4 593 
Conclusion and Perspective. 594 

Following your suggestions, we have included a brief summary of the study’s motivations and 595 
methodology at the beginning of the discussion. Additionally, we have expanded our discussion 596 
on the limitations of the REA method, the factors influencing differences in phenological trends 597 
across studies, and other key considerations. These revisions ensure a clearer and more 598 
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structured discussion while addressing the concerns raised. 599 

Please refer to comment 2. 600 

[Comment 50] Lines 382-386: I don’t think this is needed. 601 
Response: We have reconstructed the discussion, please refer to comment 2. 602 

[Comment 51] Line 402: What is the “final result”? 603 
Response: The "final result" refers to the outcome of the Reliability Ensemble Averaging (REA) 604 
method, which integrates multiple datasets to produce a more robust and reliable estimate. This 605 
has now been clarified in the revised manuscript. 606 

[Comment 52] Line 411: Thanks for adding this explanation, however, please specify what 607 
“endmember” means. 608 
Response: We appreciate the reviewer's comment and have clarified the term "endmember" in 609 
the revised manuscript. Endmembers refer to the pure spectral signatures of distinct land cover 610 
types. In this context, the reflectance of vegetation endmembers changes nonlinearly. Due to 611 
the spatial mixing of spectral signals from different land covers, the spectral response of a single 612 
pixel is no longer a simple linear combination of the endmember spectra. Please refer to line 613 
63. 614 

[Comment 53] Line 416: What should be available? Multiple years of data? 615 
Response: There is no restriction on the minimum length of the time series, but multiple years 616 
of data should be available to capture natural variability and maintain accuracy. We have added 617 
a discussion of method limitation in 4.2 Strengths, Limitations, and Sensitivity Analysis of the 618 
REA Approach. Please refer to comment 2. 619 

[Comment 54] Line 430: I suggest replacing “in details” with “for example”. Also, how did 620 
you determine that SOS “significantly advanced”? Was a statistical method used? If so, please 621 
provide p-value. If not, please re-word. 622 
Response: As recommended, we have replaced "in details" with "for example" in Line 430, 623 
and the p-value is smaller than 0.01. We have stated in the revised manuscript “Our REA-based 624 
dataset estimates an SOS advancement of 0.19 days per year during 1982-2020 (p<0.01)” and 625 
“Similarly, EOS has been delayed at a rate of 0.18 days per year (p<0.01)”. Please refer to lines 626 
475 and 477. 627 

[Comment 55] Line 432: Why do you think there is such large variation in the rate of SOS 628 
advance between studies. Speculate on some possible reasons (with citations). 629 
Response: In Discussion 4.3 Consistency of SOS and EOS Trends Across Studies and Key 630 
Influencing Factors, we have expanded our discussion to address the reasons for the observed 631 
variations in the rate of Start of Season (SOS) advancement across different studies. 632 

Global climate change has significantly influenced vegetation phenology, with a general 633 
advancement in SOS and a delay in EOS (Piao et al., 2019a). Our REA-based dataset estimates 634 
an SOS advancement of 0.19 days per year during 1982-2020 (p<0.01), aligning with previous 635 
findings, such as 1.4 ± 0.6 days per decade for 1982-2011 (Wang et al., 2015) and a 5.4-day 636 
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advance from 1982 to 2008 (Jeong et al., 2011). Similarly, EOS has been delayed at a rate of 637 
0.18 days per year (p<0.01), consistent with prior estimates of 0.18 ± 0.38 days per year for 638 
1982–2011 (Liu et al., 2016) and a 6.6-day delay from 1982 to 2008 (Jeong et al., 2011). 639 
Deviations between REA-based trends and those from individual datasets (Blunden et al., 2023) 640 
suggest that variations in data sources and study regions contribute to observed discrepancies. 641 

Differences in SOS trends across studies arise from multiple factors, including study period, 642 
land cover changes, spatial domain, environmental heterogeneity, and methodological 643 
differences. Trend estimates are highly sensitive to the selected time window, particularly at the 644 
start and end years (Cong et al., 2013). Interannual and decadal climate variability can further 645 
influence these trends contributing to discrepancies across studies. Land cover changes, such 646 
as wildfires and deforestation (Jeong et al., 2011), can influence the extraction result of 647 
phenology, then affect SOS trends. Additionally, spatial differences in studies also influence the 648 
rate of trends in different studies, as phenology is affected by vegetation type and climate 649 
sensitivity. For instance, Jeong et al. (2011) analyzed temperate vegetation between 30°N–80°N, 650 
and Wang et al. (2015) focused on 30°N–75°N, excluding evergreen forests and managed 651 
landscapes. Since phenology responds differently across species and locations (Maignan et al., 652 
2008), variations in study areas contribute to discrepancies. Photoperiod constraints introduce 653 
additional latitudinal differences in phenological responses to warming (Meng et al., 2021). 654 
Moreover, precipitation and other environmental factors vary spatially, further influencing SOS 655 
estimates. 656 

Different methods of extracting phenology from remote sensing data could introduce 657 
uncertainties between different datasets (White et al., 2009; Jeong et al., 2011; Cong et al., 658 
2013). Differences in filling missing data and filtering methods can affect the continuity of the 659 
vegetation index time series, leading to discrepancies in phenology results. Reducing these 660 
inconsistencies among different datasets and producing more harmonized data is a primary 661 
motivation for employing the REA method, which reduces uncertainties by integrating datasets 662 
based on their reliability. Recognizing these factors also explains the discrepancies in SOS/EOS 663 
trends and stresses the need for standardized methodologies in phenological trend analyses.  664 

[Comment 56] Line 437- 441: I’m not sure what this analysis is. What are “seasonal trends in 665 
greenness”? This analysis needs to be described in the methods, and reported in the results. 666 
New results are generally not introduced in the discussion section. Also what are the units of 667 
the numbers reported? What is the ecological interpretation of this analysis? 668 
Response: We thank the reviewer for raising this important point. The "seasonal trends in 669 
greenness" refer to the trends in vegetation greenness during the growing season, which are 670 
quantified by analyzing the changes in the mean Normalized Difference Vegetation Index 671 
(NDVI) values between the Start of Season (SOS) and End of Season (EOS) events. The trend 672 
analysis method employed here is the Mann-Kendall test, consistent with the approach used in 673 
Figure S2 (now Figure S3).  674 

Greenness is a widely used indicator of vegetation growth, typically represented by NDVI 675 
(Myneni, 1997). The Growing Season Greenness (GSG) is calculated as the mean NDVI value 676 
within the growing season in this study, defined by the period between SOS and 677 
EOS:678 
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𝐺𝑆𝐺 = 𝑀𝑒𝑎𝑛(𝑁𝐷𝑉𝐼[𝐷𝑎𝑡𝑒ௌைௌ, 𝐷𝑎𝑡𝑒ாைௌ]) (16) 679 

𝐷𝑎𝑡𝑒ௌைௌ is the day of year value of SOS data, and 𝐷𝑎𝑡𝑒ாைௌ is the day of year value of EOS 680 
value, 𝑀𝑒𝑎𝑛 denotes calculating the mean NDVI value in the corresponding date range. 681 

To address the reviewer's concerns, we have now included a detailed description of this analysis 682 
in the Methods section (please refer to lines 271-277). Additionally, we have clarified the units 683 
and ecological interpretation of the analysis. Specifically, the GSG values are unitless, as NDVI 684 
is a dimensionless index, and the trends in GSG reflect changes in vegetation productivity and 685 
health over the growing season. 686 

[Comment 57] Line 441: Start new paragraph with “Shifts in” 687 
Response: We have reconstructed the discussion section, please refer to line 500. 688 

Figures: 689 
[Comment 58] Figure 1: In panel a, the shades of green are hard to distinguish. Maybe consider 690 
switching to a color palette with a larger color range. 691 
Response: In response to this comment, we have modified the colormap of the figure. This 692 
adjustment significantly improves the distinguishability of the shades, thereby enhancing the 693 
overall clarity and interpretability of the figure. (line 290) 694 

 695 

Figure 1: Spatial distribution of multiyear mean SOS and EOS dates from each phenology 696 
dataset: (a-d) multiyear mean SOS dates and (e-h) multiyear mean EOS dates derived from the 697 
GIM_4g, MCD12Q2, VIP, and GIM_3g datasets, respectively. 698 

[Comment 59] Figure 2 legend: For panels b and d, are the latitudinal weights averaged over 699 
the entire time period of the REA dataset? Please state this. 700 
Response: We have clarified this in the figure legend by stating: “For panels b and d, the 701 
latitudinal weights are the mean values of each dataset over their respective timespans.” (line 702 
318) 703 

[Comment 60] Figure 4: Consider a color scale with more variation for panel d. For panels c 704 
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and f, I suggest listing the legend values in increasing order from left to right (instead of in 705 
columns) for easier interpretation. 706 
Response: Thank you for your suggestions on the modification of Figure 4. We have adjusted 707 
the color scale in panel (d) to enhance variation for better visual distinction. Additionally, we 708 
have modified the legend in panels (c) and (f) by listing values in increasing order from left to 709 
right for easier interpretation. (line 355) 710 

 711 

Figure 4: Merged mean (a) SOS and (d) EOS dates (DOY) obtained using the REA method for 712 
the period 1982-2020 and the uncertainty in the REA merged data. Mean uncertainty (𝛿௉௛௘) of 713 
SOS dates (b) and EOS (e) obtained using the REA method for the period 1982-2020, and its 714 
coefficient of variation (CV) in merged SOS (c) and EOS dates (f). 715 

[Comment 61] Figure 5 legend: Remove “respectively”. Please briefly describe what a radar 716 
chart is. 717 
Response: We have removed “respectively” in the legend. Additionally, we have briefly 718 
described the radar chart: "The radar chart is a graphical method used to display multivariate 719 
data in the form of a two-dimensional chart with axes starting from the same point. (line 391) 720 

[Comment 62] Figure 6 legend: I recommend using “trendlines” instead of “fitting lines”. For 721 
the last sentence, specify that these abbreviations are used in the insets of panels b and d. 722 
Response: We have replaced “fitting lines” with “trendlines”. We also have specified that these 723 
abbreviations are used in the insets of panels b and d. (line 414) 724 

The abbreviations DS (significant delay), DN (non-significant delay), AS (significant advance), 725 
and AN (non-significant advance) are used in the insets of panels b and d. (lines 415-416) 726 

[Comment 63] Figure S1 legend: RMSE between these datasets and what? The phenocam 727 
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dataset? 728 
Response: We have stated in the legend “RMSE between the four remote sensing datasets and 729 
the PhenoCam dataset for SOS across different PFTs during 2001-2018”. (line 10-14 in 730 
Supplement material) 731 

[Comment 64] Figure S2: What does the “NDVI trend” measure? In b, what does the frequency 732 
distribution show? I’m not clear on what this analysis is. 733 
Response: We have revised the legend for the previous S2 (now S3) “Figure S3: Trends in 734 
growing season NDVI derived from (a) the VIP phenology dataset, (b) the GIM_4g dataset, 735 
and (c) the REA phenology dataset for the period 1982-2015. Panel (d) presents the frequency 736 
distribution of the Sen’s slope for the growing season NDVI trend in regions north of 30°N. GS: 737 
growing season. Black dots indicate regions where the trend is statistically significant (P < 738 
0.05).” (line 20-224 in Supplement material) 739 

Panel (d) illustrates the frequency distribution of the Sen’s slope for the growing season NDVI 740 
trend in regions north of 30°N, allowing for a comparative analysis of greenness trends across 741 
different datasets.  742 

 743 

Figure S3: Trends in growing season NDVI derived from (a) the VIP phenology dataset, (b) the 744 
GIM_4g dataset, and (c) the REA phenology dataset for the period 1982–2015. Panel (d) presents 745 
the frequency distribution of the Sen’s slope for the growing season NDVI trend in regions north of 746 
30°N. GS: growing season. Black dots indicate regions where the trend is statistically significant (P < 747 
0.05). 748 

[Comment 65] Figure S3 legend: Specify that the simple average is across all 4 datasets. 749 
Response: We revised the legend as “Mean (a) SOS and (b) EOS dates (DOY) obtained using 750 
the simple average across all four datasets for the period 1982-2020. RMSE represents the root 751 
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mean square error (days), and CORR represents the correlation coefficient. The four datasets 752 
include MCD12Q2, VIP, GIM_4g, and GIM_3g. For further details on these datasets, please 753 
refer to Section 2.1.”. (line 26-30 in Supplement material) 754 

[Comment 66] Figure S4: Specify what that dotted lines indicate (trendlines for each dataset I 755 
assume). Specify that “morganmonroe” is a PhenoCam site and add more site details (location? 756 
Vegetation type?). For panel a, the green dataset looks like it has a short dashed trendline for 757 
the early years, but no data points? 758 
Response: We have added “The dotted lines in a and c represent the trendlines for each dataset. 759 
The Morganmonroe site, located in Morgan Monroe State Forest, Indiana, is characterized by 760 
deciduous broadleaf forest.” in the legend. (line 31-37 in Supplement material) 761 

In panel (a), the green dataset's data points overlap with the REA data, which is why they may 762 
not be clearly visible. 763 

 764 

Figure S5: Time series and box plots of Morganmonroe site data with each phenology dataset and 765 
the merged phenology dataset obtained using the REA method. (a-b) SOS time series and box plot 766 
of the PhenoCam, GIM_4g, MCD12Q2, VIP, GIM_3g, and REA datasets, respectively, (c-d) EOS time 767 
series and box plot of the PhenoCam, GIM_4g, MCD12Q2, VIP, GIM_3g, and REA datasets, 768 
respectively. The dotted lines in a and c represent the trendlines for each dataset. The Morganmonroe 769 
site, located in Morgan Monroe State Forest, Indiana, is characterized by deciduous broadleaf forest. 770 
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Response to Reviewer #2: 771 
 772 

[Comment 1] Thank you for the detailed point-by-point response. I think most of my comments 773 
have been addressed. 774 
Response: Thank you for your feedback. We appreciate your constructive comments and are 775 
glad that most of your concerns have been addressed. 776 

[Comment 2] I checked the GitHub codes and feel that it lacks sufficient comments or guidance 777 
to ensure reproducibility. 778 
Response: Following your suggestion, we have added comments in the GitHub to ensure the 779 
reproducibility of the codes. 780 

[Comment 3] Regarding the response to comments 12 and 18, I recommend that the authors 781 
include a more detailed discussion of the limitations of the REA method. 782 
Response: Thank you for your suggestion, we have added more details about the limitations of 783 
our method in the discussion section 4.2 Strengths, Limitations, and Sensitivity Analysis of the 784 
REA Approach. 785 

Given the lack of consensus on the "best" approach for extracting phenological dates, our study 786 
highlights the value of integrating multiple methodologies rather than relying on a single dataset. 787 
The REA method improves phenology estimations by weighting datasets based on reliability 788 
rather than assuming equal contributions, as in a simple arithmetic average (Lu et al., 2021). 789 
The REA method considers the temporal correlation of vegetation phenology data by 790 
employing a voting principle (Giorgi and Mearns, 2002), and this approach facilitates 791 
convergence of data while retaining differences of the spatial distribution, thereby offering 792 
advantages in multisource data fusion than simple averaging. Our results indicate that REA 793 
merged phenology results are more consistent with PhenoCam observations than individual 794 
datasets and simple average results, demonstrating its potential to reduce biases between 795 
different datasets caused by different extraction methods. However, while REA enhances 796 
consistency, it does not fully eliminate methodological discrepancies. 797 

To evaluate the robustness of this approach, we conducted sensitivity analyses using different 798 
dataset and time span combinations. Our results (see Figures S6 and S7) indicate that the 799 
combination of different input datasets has a greater influence on fusion results than the length 800 
of the time series. The average deviation between different dataset combinations and the long-801 
term four-dataset fusion results is 7.1 days, whereas SOS and EOS variations across different 802 
time spans (e.g., 5-year vs. 10-year fusion) are relatively minor (4.1 and 3.2 days, see Figure 803 
S6). Moreover, fusion weights derived from shorter time series are largely consistent with those 804 
obtained using the full dataset, see Figure S8. In the multi-time span analysis, the fusion results 805 
of SOS are more stable than EOS, and the longer time series result is more similar to the REA 806 
fusion result (1982-2022).  807 



26 
 

 808 

Figure S6: Comparison of fusion results of four groups of data at different time lengths from 809 
2001 to 2010. (a, c) Difference plots between the fusion results of SOS and EOS for the four datasets 810 
over the 2001-2010 period and the original long-term REA fusion results. (b, d) Difference plots 811 
between the fusion results of SOS and EOS obtained by separately fusing the two sub-periods of data 812 
(2001-2005 and 2006-2010) and subsequently concatenating them, and the original long-term REA 813 
fusion results. 814 

 815 

Figure S7: Differences between the SOS and EOS data fusion results from various data source 816 
combinations and the fusion results of the long-term four datasets over the 2001-2010 period. (a-817 
b) Group 1 represents the difference between the fusion of GIM_4g and VIP data and four datasets 818 
REA result. (c-d) Group 2 represents the difference between the fusion of VIP data and GIM_3g data 819 
and four datasets REA result. (e-f) Group 3 represents the difference between the fusion of GIM_3g 820 
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and MCD12Q2 data and four datasets REA result. 821 

The effectiveness of data fusion depends on the complementarity and quality of input datasets. 822 
Our analysis suggests that datasets incorporating more reliable sources could produce improved 823 
fusion results. For example, GIM_3g SOS demonstrate higher consistency with PhenoCam 824 
observations (Figure 5d); groups 2 and 3, which include GIM_3g SOS, exhibit smaller 825 
deviations from the long-term REA fusion results than group 1. In contrast, EOS estimates are 826 
more stable across different dataset combinations. These results show that multi-source data 827 
integration could help improve accuracy. The similarity in weight distributions across different 828 
dataset combinations (Figure S9) suggests that dataset selection remains a critical factor 829 
influencing final estimates. Incorporating additional high-quality datasets in future studies 830 
could further enhance accuracy and robustness.  831 

 832 

Figure 5: Scatterplots and radar charts of performance for each phenology dataset and the 833 
merged phenology dataset obtained using the REA method. (a–f) SOS evaluation results of the 834 
GIM_4g, MCD12Q2, VIP, GIM_3g, Average, and REA datasets, respectively, (m) radar chart of the 835 
SOS evaluation results, (g–l) EOS evaluation results of the GIM_4g, MCD12Q2, VIP, GIM_3g, 836 
Average, and REA datasets, respectively, and (n) radar chart of the EOS evaluation results. Each point 837 
represents a site year in the figure. OBS indicates ground-based phenocam phenological dates, RMSE 838 
indicates the root mean square error, UbRMSE indicates the unbiased RMSE, BIAS indicates the mean 839 
difference between the satellite-based results and the ground-based verification results, STD indicates 840 
the standard deviation, and CORR indicates the correlation coefficient. 841 
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 842 

Figure S8: Comparison of fusion data weights for the four datasets over different time lengths 843 
from 2001 to 2010. (a, c) Weights of the SOS and EOS fusion data for the four datasets over the entire 844 
2001-2010 period. (b, d) Weights of the fusion data after separately fusing the two sub-periods of data 845 
(2001-2005 and 2006-2010) and subsequently concatenating them. The red dashed line separates the 846 
two sub-periods. 847 

 848 

Figure S9: Distribution of fusion weights for SOS and EOS data from different data source 849 
combinations over the 2001-2010 period. (a, b) Group 1: Fusion weights for the combination of 850 
GIM_4g and VIP data. (c, d) Group 2: Fusion weights for the combination of VIP data and GIM_3g 851 
data. (e, f) Group 3: Fusion weights for the combination of GIM_3g and MCD12Q2 data. 852 
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[Comment 4] Additionally, were all four datasets available all the time across 1982-2020 to be 853 
merged for the new dataset? Would it be possible to assign a quality flag to the new dataset? 854 
Response: Thank you for your constructive suggestions. Based on the number of datasets involved in 855 
data fusion at different times, we assigned a quality flag (1-4, Data confidence from low to high) and 856 
uploaded it to the data website to enhance the application of the data. 857 

 858 


