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Important note on the revised manuscript

The authors thank the reviewers for their numerous and detailed comments. During the review process, the
authors have proposed a new database (HEMEWS-3D ) that addresses several of the shortcomings highlighted
by the reviewers. Therefore, the revised manuscript describes this updated database. The main di�erences
between the initial HEMEW-3D and the revised HEMEWS-3D databases are the following:

1. parameters of the geological models (mean value, thickness, coe�cient of variation, and correlation lengths
in each layer) are now provided as metadata

2. the source has a random position and orientation in HEMEWS-3D

3. the spatial sampling of velocity wave�elds was increased from 16 × 16 sensors to 32 × 32 sensors. The total
duration was reduced from 20 s to 8 s to maintain reasonable memory requirements and ignore insigni�cant
ground motion.
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1 Response to reviewer 1

General comments

The datasets proposed in this paper consist of (1) 30000 `geological' models and (2) corresponding
virtual recordings at 256 surface stations for a double-couple point source excitation at depth.
The datasets is certainly unique in the sense that it corresponds to a parametric exploration of a
large space with 3D numerical simulation tools in a realistic frequency range and is therefore not
the result of a routine process. My opinion is that there are some informations that should be
added to favor the reuse of the data. Given that the data are already published on a repository,
I do not know whether the curation is possible. In any case, my concerns about data reuse are
listed in the paragraph below.

1.1 Individual scienti�c questions/issues

1.1.1 Generation of the background propagation media: to generate their bank of geological
models, the authors consider 7 driving parameters (number of layers, thickness of lay-
ers. . . ), the values of which are chosen assuming a uniform probability distribution in
prede�ned intervals. A major problem of this approach is to consider (without explicitly
mentioning it) that the parameters are independent. The authors themselves admit that
some velocity models may be unrealistic because, for example, the depth dependence of the
average velocity is not constrained by any monotonicity conditions, or other constraints
like the occurrence of low-velocity layers, the average vertical slowness...

Our focus is on the physics of wave propagation, which remains valid for all arrangements of layers. The models
might be `unrealistic' for a geologist but they remain physically admissible from a pure wave propagation
perspective. The intent is to promote e�cient machine learning training by providing rather heterogeneous
geological con�gurations, at multiple scales. From a machine learning perspective, such a variety of pro�les
better covers the unknown underlying probability distribution, fostering the model's capability of generalization.
The independence hypothesis is now clearly stated l.145.

1.1.2 The same criticism can be done for the correlation lengths used to de�ne the autoco-
variance function for the small-scale �uctuations: many realistic situations would call for
similar horizontal correlation lengths and much smaller (commonly by one order of mag-
nitude) vertical correlation length. The authors argue that non-realistic velocity models
can be discarded from the database. This is certainly possible for the average velocity
depth dependence which can be measured directly on the geological models, but how
would a user proceed to discard unrealistic (or undesired) correlation lengths? It seems
indeed that the information about the values of the seven parameters is not present in
the geological models. This information should be added as metadata to the geological
models to favor the reuse of the synthetic seismograms.

Metadata about coe�cients of variation and correlation lengths have been added in the new version. This
allows to discard geological models based on custom criteria. For instance, 4831 geological models have a
vertical correlation length of 1500m or 3000m. Again, the models might be `unrealistic' from a geologist's point
of view but they remain physically admissible from a pure wave propagation perspective.

1.1.3 Another missing information in the article is the number of random draws used for each
parameter. Only the total number of models (30000) is given. This number seems large,
but how would it reduce once non-realistic models have been discarded?

For each set of parameters, only one random realization of random �elds has been drawn. This has been made
explicit in the revised manuscript (l.178). One option to discard unrealistic samples is to remove geological
models with low impedance contrasts between successive layers. From the metadata, it can be seen that 10 550
samples out of 30 000 have all impedance contrasts higher than 0.8.
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1.1.4 Generation of the random heterogeneities: the generation of random �uctuations pre-
sented in the article poses two potential problems (for the reuse of data sets). First, it
seems that only one realization of the random �uctuations is considered. If true (please
con�rm by explictly writing it), it means that ensemble average would have to be replaced
by spatial average (on the 256 virtual sensors) assuming that ergodicity holds. Testing the
ergodicity assumption would be quite di�cult without the information about the sensor
interdistances and some physical lengths that control the scattering regimes. This is in
fact the second issue: it is di�cult to guess the scattering regime (characterized by the
values of the scattering and transport mean free paths) under consideration in the sim-
ulations, and this may prevent the reuse of the datasets. It would be useful to add as
metadata the mean free path values for each layer. Without this information, the reuse
of the datasets would be certainly limited.

Each pro�le within the dataset is an independent realization of a 3D non-stationary random �eld. For each
sample, one realization of the random �uctuation is sampled and added to the varying average. The sen-
sor inter-distance is �xed to 300 m. Guessing the scattering regime is out of scope of this publication, which
tailors machine learning applications, which are not prevented by the lack of this information. Finally, er-
godicity is implicitly provided by the properties of the random �eld generator, called randomField (refer to
[de Carvalho Paludo et al., 2019] for further details).

1.2 Technical corrections

1.2.1 The choice of the sampling parameters (in space and time) for the synthetic datasets is
rather surprising: on one hand, the time series are sampled at 100 Hz frequency, whereas
the maximum simulated frequency is 5 Hz. This corresponds to a 10-fold additional cost
in terms of storage.

100 Hz matches the usual temporal resolution of recorded time series available in public accessible earthquake
engineering strong motion databases which is important for tasks such as seismic phase picking.

1.2.2 On the other hand, the spatial sampling is limited to the minimum possible wavelength
(300 m), whereas it should be twice �ner (assuming that a wavelength will not be sensitive
to heterogeneities smaller than half its size).

The spatial sampling of geological models is given with the minimal resolution that allows to generate accurate
wave�elds. However, a higher spatial resolution was used in the internal routines to compute random �elds and
velocity wave�elds. In particular, the smallest correlation length (i.e. 1500 m) equals �ve times the minimum
wavelength.

1.2.3 The content of the README.md �le seems to be uncorrect. It states that �The 300
velocity �elds �les amount to 2.96Tb. They are downloadable individually (9.8 Gb per
�le)�, but each velocity �le weights only (and fortunately) 1.1 Gb. Please explain and
correct.

The misunderstanding comes from a misuse of bits instead of bytes. This has been corrected in the new readme
�le which now indicates 263.4 GB.

1.2.4 Give the value of N in section 3.3.2

N depends on the choice of the power spectral density (PSD), which is the von Karman correlation in the current
work. The randomField code adopted to generate random �elds is implemented in such a way that i) the PSD
is well represented and ii) the discretization of the PSD is su�ciently �ne to introduce enough randomness in
the domain under consideration. About the former, the value of N ensures that the integral of the approximate
PSD amounts to at least 95 % of the true one. About the latter, the choice of ∆k is small with respect to the
inverse of the correlation length.
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2 Response to reviewer 2

General

This is a well presented, if sometimes a little brief, manuscript describing a dataset of 3d physics-
based simulations where the source remains the same (Le Teil earthquake, France 2019) and
the deeper 3d geology is randomly varied within a given range of initial conditions, always for
rock-to-hard-rock materials. Results (velocity traces) hold up to 5 Hz. It is envisioned that this
set be used for enriching the limited empirical sets of seismic recordings. Some thoughts and
concerns are expressed in what follows, which do not challenge the procedure or results per se,
but rather its interface with earth science and engineering seismology and its usability at large.

2.1 Main/speci�c comments and concerns

2.1.1 There are several references to recent work by the same authors (2022, 2023a, 2023b). It
would be very helpful to state with even more detail and clarity the relation, di�erences
and originality of the work at hand with respect to those. Two of these past works are also
mentioned in the discussion section as `applications' (presumably of the current work),
which adds to the possible confusion of a reader who may not be already acquainted with
this research group's output.

The 'applications' section 5 has been rewritten to provide more background on the previous works while keeping
the scope of the current paper on the database description. All mentioned works use the HEMEWS-3D database
as a starting point for further applications but do not dive into the details of the database characteristics.

If the main purpose of this dataset is to enrich the existing (limited) recorded datasets for
scienti�c machine learning, then a potential user may expect that its creation should follow strict
scienti�c rigor in terms of simulating the physical phenomena involved, be as comparable as
possible to recorded data and actual conditions, and not include any realizations that may be
deemed unphysical. This in my view implies that:

2.1.2 The strati�cation and overall selection of properties (mostly Vs) in the geological models
needs to be plausible, and the randomization needs to be constrained by how formations
are found in nature.

The strict scienti�c rigor that the reviewer claims has been de�nitely respected, by not only considering the
geological aspects (the values of the shear-wave velocity are taken within reasonable limits) but also by spanning
the widest variety of geological pro�le possible, including those that we would call `extremely rare' geological
pro�les. This strategy has been designed in order to reduce the learning bias that any machine learning
algorithm, solely trained on standard geological con�gurations, would show. Introducing `extremely rare' yet
physically admissible geology samples strengthens the learning process, fostering generalizability and enhancing
the representation power of the machine learning algorithms. As a matter of fact, the presence of `extremely
rare' geological pro�les implies that the coda of the associated unknown probability distribution are sampled.
Other geological pro�les conceived for machine learning purposes adopt the same sampling strategy (openFWI).

2.1.3 Enough empirical knowledge exists in this �eld, which can serve to limit/guide the possible
random cases based on credibility. For instance, not only the possibility of Vs reversals but
also the impedance contrasts between formations need to be considered from the point of
view of geological processes, etc. (contrasts in particular are important, as they determine
the ampli�cation levels).

The credibility of the generalization process must be ensured not only from a pure geological perspective but
also from a statistical point of view. Therefore, as mentioned in the previous answer, we opted for introducing
`extremely rare' samples, that foster the overall learning process. Moreover, one option to discard unrealistic
samples is to remove geological models with low impedance contrasts between successive layers (from the
provided metadata). For instance, 10 550 samples out of 30 000 have all impedance contrasts higher than 0.8.

2.1.4 Lines 271-275 leave it to the user to perform the `sanity checks' � on the contrary, if
implausible data are left in (which they should not, in my view), they should at least bear
clear labels/�ags.

Metadata have been added in the new version to enable �ltering. We do believe that implausible data depend
on the targeted application.
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2.1.5 Moreover, not only the variations/randomizations within the range, but also the range
itself needs some justi�cation: e.g., Vs ranges from 1070-4500 m/s for an assumed domain
down to 8 km depth. Given that values of 3500 m/s are usually considered appropriate
within the crust for even deeper seismogenic depths, is not 4500 m/s rather high?

Those values are in line with the EPcrust model [Molinari and Morelli, 2011], which justi�es their choice. Hard-
rock sites in Japan, for instance, YMGH01 KiK-net site, reach a shear-wave velocity of 3000 m/s at 200 m depth
(according Figure 6 [Nakano et al., 2015]), which leads to think that a shear-wave velocity value of 4500 m/s at
8 km depth is reasonable.

The geology is taken into account from the depth where Vs exceeds 1070 m/s and downwards.
From the point of view of site response, this means that the top dozens or hundreds of meters
of what is usually found as near-surface geological materials is ignored, or in engineering terms,
eurocode-8 `A-class' rock sites are assumed. This opens some questions:

2.1.6 Rock sites often exhibit ampli�cation at high frequencies (say, >8 Hz): these however
would be invisible here, if the simulations only reach up to 5 Hz. Conversely, site response
<5 Hz (which could actually be seen in the available bandwidth) is typically related to
softer materials (say, Vs<600 m/s) which in turn are not included in the models. So either
way, it seems like the site response/ampli�cation is not captured fully, despite the e�ort
to consider so many geology variations.

The choice of the shear-wave velocity values is the result of a tradeo� between implied computational cost and
realism of the rendered regional ground motion. As an example, [Sochala et al., 2020] performed 400 large-scale
simulations over randomly �uctuating geologies, which are insu�cient for machine learning purposes, even more
when considering the overall 4 million core-hours CPU time required to render those results. Our �nal target is to
provide scientists with a regional ground motion dataset to develop robust machine learning surrogates, mostly
focusing on the role of multi-scale heterogeneity, which represents the real di�culty to tackle when attempting
to surrogate the 3D wave equation. Moreover, site-e�ects are mostly controlled by the values of the impedance
factors, which are widely covered by this database. A detailed representation of the full range of site-e�ects would
de�nitely require �ner meshes, in order to discretize shorter wavelengths and thereby reproducing site-e�ects
at higher frequencies � assuming constant shear-wave velocity lower bound - or, alternatively, introduce new
samples featured by lower shear-wave velocity values. Moreover, site-e�ects taking place in softer soil deposits
are often associated to some sort of mild-to-large non-linearity, at a geotechnical level of investigation. This
aspect is out of the scope of this paper. Finally, one should mention that there are not that many contributions
in the literature that reached such frequency limit (and implied computational burden) over 30000 simulations
(as an example, [Sochala et al., 2020] considered only 400 simulations with maximum accuracy of 3 Hz. Despite
covering a range of shear-wave velocity values from 104 to 2100 m/s, they focused on 1D random pro�les in the
sedimentary layer).

2.1.7 The `spatial sampling' is of 300 m horizontally. However (and it is often the case also for
rock sites with Vs>1000 m/s), the lateral variability can be much stronger, which again
would mean that wave phenomena within distances <300 m would become invisible in
these models, though likely important in nature.

If the reviewer refers to the spatial sampling of the geological models, it follows common practice in numerical
simulation where the spatial step should be at most equal to the smallest wavelength. Concerning the spatial
sampling of velocity �elds, it already allows a good representation of wave propagation. Knowing that the
velocity �elds database already amounts to 263 GB, increasing the spatial sampling would increase the memory
requirements and limit the usability with common devices.

2.1.8 Are there many regions where a surface Vs>1000 m/s is deemed probable, so that the
synthetics here can represent surface motion? If not (as is my belief), is there any rec-
ommendation about how these simulations could be coupled with near-surface analyses
that would include additional soft material e�ects (which are what really modi�es ground
motion in most observed cases) or even topography e�ects?

As is now explicitly stated in the main text (l.350-351), surface velocity is understood as the mean velocity
in the �rst 300 m and cannot be compared with, for instance, VS,30. As already mentioned, regional velocity
models commonly show surface velocity larger than 1000 m/s (e.g. [Causse et al., 2021]). Even if we were to
compare with VS,30, [Ramadan et al., 2024] showed that 38 stations out of 121 in France have a VS,30 between
800 m/s and 1500 m/s and 20 have a VS,30 larger than 1500 m/s. Therefore, our range of VS values is reasonable
in di�erent regions.
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Simulations could eventually be coupled with re�ned near-�eld models by standard convolution techniques.
Including topography would require new simulations, but this is out of scope of this paper, which still represents
the very �rst attempt at rendering such a large synthetic database of 3D wave propagation problems in highly
heterogeneous media.

2.1.9 The variability of the synthetic results should be somehow calibrated to that of empirical
ground motion data. This means considering the components of what is known as sigma
and its components in GMPEs, and comparing to the statistics of the group of simula-
tions. This is mentioned in passing in line 185 (Convertito paper), but I feel it should be
addressed more fully. E.g. �g. 3 shows the spread of the data in terms of PGV - how
would it compare to observed data?

There is no interest in comparing with GMPE because the database was neither tailored on a speci�c seismo-
tectonic framework, nor focused on a speci�c region of the world. Any of these two constraints would have
biased the database and therefore hampered its use for training any machine learning algorithm. Even if we
sketched a comparison, we should have used generic GMPEs, compatible with the choice of focusing neither on
speci�c regions nor on speci�c seismotectonic contexts. Unfortunately, most of the GMPEs of generic use are
rarely robustly calibrated at short distance, i.e. within the 10 km distance to the hypocenter, which represents
the setup of our simulations. Therefore, GMPEs would probably be poorly reliable for comparison purposes.
We instead attempted at reproducing the widest range of cases and at spanning the unknown probability distri-
bution, yet preserving the physics of the wave propagation phenomenon, ensured by the validated and veri�ed
wave propagation solver SEM3D. GMPEs are empirically calibrated and very rarely (or never) take into account
complex wave propagation phenomena, such as multi-path scattering through randomly �uctuating multi-scale
heterogeneity.

2.1.10 Also, it would be nice to see more analyses and commentary such as that of �g. 3b and
lines 186-187 (e�ect of varying geology on the variability of simulated ground motion) -
this seems to be a rather central point of this exercise not stressed enough.

More analyses have been added in the revised manuscript.

2.1.11 Pages 12-14 focus on capturing variability of the model output from the point of view of
number of realizations etc... but I am more concerned about the variability depending
on the choice of initial constraints (on Vs, impedance contrast, thicknesses, etc.), which
may not be su�ciently well planted into documented reality. This seems to me like a
more urgent check to make.

Updated analyses in Section 3 provide additional results on the variability of intensity measures. For instance,
the PGV distributions in Fig. 5 show that the PGV spans three orders of magnitude. The in�uence of epicentral
distance, mean velocity, and velocity at the source location is also quanti�ed on several intensity measures.

2.1.12 Making this huge e�ort only for one speci�c source (Le Teil seismic event, speci�c pa-
rameters in lines 100+) seems to me to subtract signi�cantly from the usability of this
dataset. This event is likely of great interest to France, and such a magnitude is likely
of interest to some other stable continental regions, but an entire type of ground motion
uncertainty (the between-event variability) is entirely left out of the dataset by keeping
to a single magnitude/mechanism/location. It is mentioned as a future prospect/idea
to investigate other events, but there also needs to be a reasoning why this study as it
stands is self-su�cient and useful for users at large.

The new database adds variability in the source location and orientation.

2.1.13 How much is PGV (a rather low-frequency parameter) expected to di�er from a `naturally
recorded' PGV, given the band limitation of 5 Hz (line 182)?

This remark is not central in the current work as our results can only be compared with records in the validity
range of numerical simulations. It is meant to remind readers that may be unfamiliar with numerical settings
that some limitations exist. Quantitatively on a small database at our disposition, we obtained a mean PGV
underestimation of −4 % and up to −40 % in rare cases.
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2.1.14 Also, because some disciplines are very strongly interested in acceleration (engineering),
i.e. the derivative of the velocity results achieved here, which is much richer in high
frequencies, please make some comment as to how viable it would be to derive acceleration
time series and PGA values from these simulations, considering the implications of their
upper bound of 5 Hz. This is also very important for the computation of Arias intensity
(eq. 5), and the reliability of all computed durations hinges on it.

Thanks to the time temporal sampling (100 Hz), acceleration can be computed as the derivative of velocity time
series. However, frequencies larger than 5 Hz cannot be obtained. Although we acknowledge the importance
of high-frequency acceleration for engineering applications, they are not obtained from numerical simulations,
even for the most demanding high-frequency simulations up 15 Hz.

2.1.15 I am concerned about one more thing regarding the signi�cant durations. According to
page 11, most simulations have T< 2 or 3 s. However, in the example of page 9 (even
if they are velocity traces), the duration by eye seems to be 5 s or more. How is that
explained? Also, �g. 4a implies that many synthetics last signi�cantly less than even 1
s, how is that explained? In recorded ground motion datasets, we rarely �nd such very
short durations. Is it an artifact of the 5-Hz limit? If so, please propose a correlation to
bring such `compromised' T values closer to recorded ones.

The revised manuscript illustrates the relative signi�cant duration (RSD) (Fig. 2) for several time series. The
short RSDs are indeed related to the absence of high-frequency components in the coda and the dominance of
high pulse-like motions in some cases.

2.1.16 One last thing that I do not understand: the commentary on �g. 5 says that `signi�cant
ground motion happens between times 1.6-17 s'. But the synthetic only exceeds the P-
arrival threshold from 2 s onwards. Even if accurate, I am not sure such a plot combining
di�erent time series is so meaningful or useful. Please explain its rationale/necessity.

This �gure was misleading with the log scale and it has been removed in the revised manuscript.

The `applications' section mentioned in the discussion could bene�t from some more elaborating:

2.1.17 if basins are created in the mesh, then their �ll material needs to be up to 4-5 times slower
than the minimum current Vs - meaning 4-5 times longer run time for the analyses?

A minimum velocity values 5 times slower than the current one implies 53 more elements and therefore, approx-
imately 53 longer run times.

2.1.18 it is unclear how the 2023a and 2023b publications are applications of the current one

The applications section has been clari�ed.

2.1.19 as mentioned before, before synthetics can be used to actually infer conclusions about real
ground motion, they should �rst be calibrated on the natural variability of observations.
Exploring near-surface features is certainly needed, as discussed above, but more details
as to the how would be welcome here. Overall, it feels as if some of the issues `left for
later' could perhaps have been somehow included or at least better considered/discussed
in this current e�ort, which �aside from the large number of realizations-seems somewhat
limited in scope

The database we propose in targeted towards machine learning applications and it is out of scope to investigate
numerous seismological applications.

2.2 Other/technical/lesser comments

2.2.1 In 2.1, it is unclear how these examples relate to `data used in geophysics and seismology',
except in a rather broad way. This reviewer, and likely the average reader, cannot see
the relation in scope between CO2 leakage/�ow databases and seismic ground motion
simulations.

This section has been clari�ed to highlight the mathematical similarities between both frameworks which is
related to the hyperbolicity of the governing equations (l.68-71).
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2.2.2 On the other hand, the examples in 2.2, which are more closely related to the topic, could
be detailed a little more. It is not fully understandable neither from this paragraph nor
from the table exactly how they compare to the e�ort at hand. Please help by providing
more context.

This section has been revised.

2.2.3 Lines 175+: P arrivals (and other phases) for the time being are most often identi�ed
by automated procedures e.g. comparing the short-term to the long-term average (STA,
LTA), rather than by analysts or machine learning (though this may change soon). Why
would this not be used here, and instead a velocity threshold is used?

The mentioned procedures have been developed for recordings and it is not obvious to apply them on numerical
results. Since numerical ground motion is not in�uenced by any ambiant noise, time series are almost zero
before the �rst wave arrival. Therefore, P arrivals can be obtained easily and accurately with a threshold.

2.2.4 The state of the art seems to focus a little more on the region of the authors. Though this
is not objectionable, I wonder if it would be possible to make some additional references to
the other synthetic works performed in other regions, including e.g. the SCEC broadband
simulations.

2.2.5 Fig. 2 shows spatial variability of synthetics for 1 realization. It would be nice to add
the `input motion' (time series at the source) for comparison, and also to show the same
�gure layout for Fourier amplitude spectra (up to 5 Hz).

Illustration of the source time function has been added as Fig. A1 and Fourier amplitude spectra are shown in
Fig. A2.

2.2.6 Please reconsider and possibly amend the number of decimals appearing in the various
quantities described. For instance, page 11: duration of a seismogram cannot conceivably
be given at an accuracy of 2 decimals of a second.

Results are now given with a single decimal.

2.2.7 Line 160, how is the 100-Hz sampling frequency explained in view of the 5-Hz maximum
threshold for wave propagation within the numerical grid?

100 Hz matches the usual temporal resolution of recorded time series available in public accessible earthquake
engineering strong motion databases which is important for tasks such as seismic phase picking.

2.2.8 Line 186: isn't scattering (loss of energy rather than its spreading in time) also a possi-
bility?

This �gure has been removed from the revised manuscript due to a larger in�uence of source variability that
hides the in�uence of geological heterogeneities.

2.2.9 A few phrases could be reconsidered in terms of use of language: e.g. words like `incredibly'
or `tricky' can be avoided

These sentences have been rephrased.
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	On the other hand, the spatial sampling is limited to the minimum possible wavelength (300 m), whereas it should be twice finer (assuming that a wavelength will not be sensitive to heterogeneities smaller than half its size).
	The content of the README.md file seems to be uncorrect. It states that “The 300 velocity fields files amount to 2.96Tb. They are downloadable individually (9.8 Gb per file)”, but each velocity file weights only (and fortunately) 1.1 Gb. Please explain and correct.
	Give the value of N in section 3.3.2


	Response to reviewer 2
	Main/specific comments and concerns
	There are several references to recent work by the same authors (2022, 2023a, 2023b). It would be very helpful to state with even more detail and clarity the relation, differences and originality of the work at hand with respect to those. Two of these past works are also mentioned in the discussion section as ‘applications’ (presumably of the current work), which adds to the possible confusion of a reader who may not be already acquainted with this research group’s output.
	The stratification and overall selection of properties (mostly Vs) in the geological models needs to be plausible, and the randomization needs to be constrained by how formations are found in nature.
	Enough empirical knowledge exists in this field, which can serve to limit/guide the possible random cases based on credibility. For instance, not only the possibility of Vs reversals but also the impedance contrasts between formations need to be considered from the point of view of geological processes, etc. (contrasts in particular are important, as they determine the amplification levels).
	Lines 271-275 leave it to the user to perform the ‘sanity checks’ – on the contrary, if implausible data are left in (which they should not, in my view), they should at least bear clear labels/flags.
	Moreover, not only the variations/randomizations within the range, but also the range itself needs some justification: e.g., Vs ranges from 1070-4500 m/s for an assumed domain down to 8 km depth. Given that values of 3500 m/s are usually considered appropriate within the crust for even deeper seismogenic depths, is not 4500 m/s rather high?
	Rock sites often exhibit amplification at high frequencies (say, >8 Hz): these however would be invisible here, if the simulations only reach up to 5 Hz. Conversely, site response <5 Hz (which could actually be seen in the available bandwidth) is typically related to softer materials (say, Vs<600 m/s) which in turn are not included in the models. So either way, it seems like the site response/amplification is not captured fully, despite the effort to consider so many geology variations.
	The ‘spatial sampling’ is of 300 m horizontally. However (and it is often the case also for rock sites with Vs>1000 m/s), the lateral variability can be much stronger, which again would mean that wave phenomena within distances <300 m would become invisible in these models, though likely important in nature.
	Are there many regions where a surface Vs>1000 m/s is deemed probable, so that the synthetics here can represent surface motion? If not (as is my belief), is there any recommendation about how these simulations could be coupled with near-surface analyses that would include additional soft material effects (which are what really modifies ground motion in most observed cases) or even topography effects?
	The variability of the synthetic results should be somehow calibrated to that of empirical ground motion data. This means considering the components of what is known as sigma and its components in GMPEs, and comparing to the statistics of the group of simulations. This is mentioned in passing in line 185 (Convertito paper), but I feel it should be addressed more fully. E.g. fig. 3 shows the spread of the data in terms of PGV - how would it compare to observed data?
	Also, it would be nice to see more analyses and commentary such as that of fig. 3b and lines 186-187 (effect of varying geology on the variability of simulated ground motion) - this seems to be a rather central point of this exercise not stressed enough.
	Pages 12-14 focus on capturing variability of the model output from the point of view of number of realizations etc... but I am more concerned about the variability depending on the choice of initial constraints (on Vs, impedance contrast, thicknesses, etc.), which may not be sufficiently well planted into documented reality. This seems to me like a more urgent check to make.
	Making this huge effort only for one specific source (Le Teil seismic event, specific parameters in lines 100+) seems to me to subtract significantly from the usability of this dataset. This event is likely of great interest to France, and such a magnitude is likely of interest to some other stable continental regions, but an entire type of ground motion uncertainty (the between-event variability) is entirely left out of the dataset by keeping to a single magnitude/mechanism/location. It is mentioned as a future prospect/idea to investigate other events, but there also needs to be a reasoning why this study as it stands is self-sufficient and useful for users at large.
	How much is PGV (a rather low-frequency parameter) expected to differ from a ‘naturally recorded’ PGV, given the band limitation of 5 Hz (line 182)?
	Also, because some disciplines are very strongly interested in acceleration (engineering), i.e. the derivative of the velocity results achieved here, which is much richer in high frequencies, please make some comment as to how viable it would be to derive acceleration time series and PGA values from these simulations, considering the implications of their upper bound of 5 Hz. This is also very important for the computation of Arias intensity (eq. 5), and the reliability of all computed durations hinges on it.
	I am concerned about one more thing regarding the significant durations. According to page 11, most simulations have T< 2 or 3 s. However, in the example of page 9 (even if they are velocity traces), the duration by eye seems to be 5 s or more. How is that explained? Also, fig. 4a implies that many synthetics last significantly less than even 1 s, how is that explained? In recorded ground motion datasets, we rarely find such very short durations. Is it an artifact of the 5-Hz limit? If so, please propose a correlation to bring such ‘compromised’ T values closer to recorded ones.
	One last thing that I do not understand: the commentary on fig. 5 says that ‘significant ground motion happens between times 1.6-17 s’. But the synthetic only exceeds the P-arrival threshold from 2 s onwards. Even if accurate, I am not sure such a plot combining different time series is so meaningful or useful. Please explain its rationale/necessity.
	if basins are created in the mesh, then their fill material needs to be up to 4-5 times slower than the minimum current Vs - meaning 4-5 times longer run time for the analyses?
	it is unclear how the 2023a and 2023b publications are applications of the current one
	as mentioned before, before synthetics can be used to actually infer conclusions about real ground motion, they should first be calibrated on the natural variability of observations. Exploring near-surface features is certainly needed, as discussed above, but more details as to the how would be welcome here. Overall, it feels as if some of the issues ‘left for later’ could perhaps have been somehow included or at least better considered/discussed in this current effort, which –aside from the large number of realizations-seems somewhat limited in scope

	Other/technical/lesser comments
	In 2.1, it is unclear how these examples relate to ‘data used in geophysics and seismology’, except in a rather broad way. This reviewer, and likely the average reader, cannot see the relation in scope between CO2 leakage/flow databases and seismic ground motion simulations.
	On the other hand, the examples in 2.2, which are more closely related to the topic, could be detailed a little more. It is not fully understandable neither from this paragraph nor from the table exactly how they compare to the effort at hand. Please help by providing more context.
	Lines 175+: P arrivals (and other phases) for the time being are most often identified by automated procedures e.g. comparing the short-term to the long-term average (STA, LTA), rather than by analysts or machine learning (though this may change soon). Why would this not be used here, and instead a velocity threshold is used?
	The state of the art seems to focus a little more on the region of the authors. Though this is not objectionable, I wonder if it would be possible to make some additional references to the other synthetic works performed in other regions, including e.g. the SCEC broadband simulations.
	Fig. 2 shows spatial variability of synthetics for 1 realization. It would be nice to add the ‘input motion’ (time series at the source) for comparison, and also to show the same figure layout for Fourier amplitude spectra (up to 5 Hz).
	Please reconsider and possibly amend the number of decimals appearing in the various quantities described. For instance, page 11: duration of a seismogram cannot conceivably be given at an accuracy of 2 decimals of a second.
	Line 160, how is the 100-Hz sampling frequency explained in view of the 5-Hz maximum threshold for wave propagation within the numerical grid?
	Line 186: isn’t scattering (loss of energy rather than its spreading in time) also a possibility?
	A few phrases could be reconsidered in terms of use of language: e.g. words like ‘incredibly’ or ‘tricky’ can be avoided



