We thank the topic editor, editor and anonymous reviewers for their thoughtful and constructive comments and suggestions, which significantly help us to improve the quality of the manuscript. In this revised manuscript, we have tried our best as much as possible to address all concerns and have revised the manuscript accordingly. Below, we indicate the original comment of the reviewer in black and our point-to-point response is denoted in blue.

1. Please add a reference for Table 2, and justify why the thresholds are reasonable and reliable in the study area.

Response: We sincerely appreciate the feedback from Reviewer #1. Following the reviewer's suggestion, we have added reference citations to Table 2. The MESMA-AGE algorithm was specifically tailored to the study area. Pure snow samples were selected for training according to snow spectral curve and image features, and the snow extraction rules of NDSI greater than 0.7 and NDVI less than -0.035 were obtained. In addition, a criterion of green band greater than 0.7 was included to mitigate the effect of glacial lakes (Shi, 2012). Non-snow endmembers, which include vegetation, water bodies and bare soil/rock, were identified primarily based on NDVI and spectral characteristics of non-snow endmembers (Shi, 2012). Simultaneously, the spectral vector algorithm (Xu et al., 2015) was employed to refine and optimize the spectral library, which obtained from images by using endmembers extraction rules (Shi, 2012). This refinement aimed to enhance the representativeness of the endmembers while ensuring computational efficiency. Comparative analysis with MODSCAG and MOD10A1 products revealed that the FSC retrieval results obtained through the MESMA-AGE algorithm exhibited superior accuracy overall within our study area (Hao et al., 2019). This comparison underscores the validity and reliability of the endmember extraction criteria outlined in Table 2. Considering that if the image area is too large, the representativeness will be limited if only one set of endmember libraries is used, this study performs the FSC retrieval independently for each MODIS tile during the retrieval process. To further validate the reliability of the endmember extraction rule, this study expanded the samples depicted in Figure 3 of the article. A total of 42,033 samples were selected from January, June, November, and December of 2001, 2005, 2010, 2015, and 2020, including 14756 snow samples 6968, vegetation samples and 20309 soil samples. These samples were utilized to construct the ground object feature map (Figure 1), where the x-axis represents the NDSI value, and the y-axis denotes the NDVI. The endmember extraction rules outlined in Table 2 effectively identify and isolate regions located at the geometric vertices within the two-dimensional scatter plots in Figure 1.

Therefore, we modify the corresponding statement in Section 3.1: “In this study, the MEAMA-AGE algorithm was used to retrieve the fractional snow cover in the Asian Water Tower region, which combines an image-based automatic endmember extraction algorithm (Shi, 2012) with a spectral library optimization method (Xu et al., 2015). The MESMA-AGE algorithm can improve the computational efficiency while ensuring the representativeness of the endmembers (Hao et al., 2019). Considering that if the image area is too large, the representativeness will be limited if only one set of endmember libraries is used, this study performs the FSC retrieval
independently for each MODIS tile during the retrieval process. The rules for extracting snow and non-snow endmembers are shown in Table 2.

For this study, 42033 samples were selected from the MODIS data in January, November, and December 2020. The sample types include snow (14756 samples), vegetation (6968 samples), and soil (20309 samples). The samples were used to create the ground object feature map (Fig. 3). The x-axis in Fig. 3 is the NDSI value, and the y-axis is the NDVI. The endmember extraction rules outlined in Table 2 effectively identify and isolate regions located at the geometric vertices within the two-dimensional scatter plots in Figure 3.”

Figure 1. The NDSI and NDVI pattern of vegetation, soil/rock, and snow endmembers from MODIS images
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2. Figure 3. It is true that the NDSI and NDVI of vegetation, soil, and snow endmembers show much difference. However, I am curious about whether the approach works well for some vertically mixed pixels. For example, forest or shrub-covered snow represent a special mixture of spectral information. Please discuss the performance of the algorithm and products in these regions. Some studies have suggested that NDSI does not show many changes with or without snow under the canopy of boreal forest.

Response: We greatly thank the Reviewer #1 for the comment. As mentioned by the reviewer, the presence of vegetation canopy can indeed interfere with the accurate observation of snow signals, leading to inaccuracies in the FSC retrieval results. Our team also used the GORT model to simulate NDSI changes under different forest canopies (Wang et al., 2022), as shown in Figure 2 below. As can be seen in Figure 2, as mentioned by the reviewer in forest areas with relatively high forest cover NDSI does not show much variation with or without snow. Therefore, the accuracy of algorithms and products that use
NDSI and FSC to establish fitting relationships is limited. However, the MESMA-AGE algorithm employed in this study dynamically extracted ground-object endmembers using strict criteria, thus ensuring the model's capability to precisely differentiate between snow and vegetation. The relevant results are shown in Figure 6 in subsection 4.1.2 of the revised manuscript. It can be seen from the results that the accuracy of our products in forest areas is like that in other surface types over Asian Water Tower. On the other hand, our team has previously compared our algorithm with the MODSCAG and MOD1010A1 products in forested areas (Hao et al., 2019). Although the MODSCAG product is adjusted for canopy (Raleigh et al., 2013), the results show that there is some overestimation of the MODSCAG product in forested gaps. This because canopy adjustment method assumes that the FSC under the canopy matches the FSC in the areas of canopy gaps. However, the snow accumulation and ablation processes are not identical for under canopy snow and canopy-free snow or for various forest types (Varhola et al., 2010). Snow cover in viewable areas is not always suitable to represent the snow cover under the canopy. At the same time, as can be seen from the surface classification in Figure 1 of the revised manuscript, there is less forest snow cover and more bare snow cover in the AWT region, so we have not applied a canopy adjustment. However, if users are interested, they can adjust it using readily available FVC products. And in areas of particularly high FVC, we suggest that URSI or NDFSI, which are more sensitive to vegetation, can be used to replace NDSI for greater accuracy. Therefore, we modify the corresponding statement in Section 4.1.2: “From the perspective of fractional snow cover accuracy metrics, grassland and forest are slightly worse, mainly because it is difficult to observe the snow signal shielded by the vegetation canopy at the MODIS scale. Previous studies have demonstrated that canopy adjustment using fractional vegetation cover (FVC) can enhance the accuracy of observations in such areas (Raleigh et al., 2013; Rittger et al., 2020; Xiao et al., 2022). Therefore, future relevant studies can utilize mature FVC products for canopy adjustment to fulfill research requirements. For snow mapping in areas with high forest cover we recommend using URSI (Wang et al., 2021) or NDFSI (Wang et al., 2020), which are more sensitive indicators, to replace NDSI to ensure accuracy.”

Figure 2. Relationships between the NDSI in the Principal plane (PP) and $1-F_{\text{canopy}}$ derived from the GORT model for various illuminating-viewing geometries and equivalent grain sizes (EGSs) (Wang et al., 2022)
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3. L212-214, L230-232. The authors indicated that the snow cover in the area change rapidly, and thus selected a small time window for the temporal interpolation (3 day). However, in the following step, they applied a 9-day window to remove the rest cloud pixels (PCHIP method). It does not make sense to me. Did this PCHIP approach brings too much errors?

Response: We greatly thank the Reviewer #1 for the comment. As mentioned by the reviewer, the shorter the time window, the higher the accuracy, but only two points of the data before and after the cloud day cannot be used by the PCHIP algorithm. So we first use the clear sky average value before and after the cloud day to fill in. This ensures accuracy, and the overall operation efficiency can be greatly improved because the PCHIP algorithm is very time consuming. The clouds in the AWT region have the characteristics of wide coverage and long duration, and after performing the first and second steps of the MSTI algorithm (temporal information of the front and back days and spatial information of the surrounding neighboring pixels), it is found that there is still a high number of cloud-day. Therefore, the cloud persistence days (CPD) of each cloud pixel is calculated based on the daily MOD09GA/MYD09GA combination image during 2001–2020 and the results are shown in Figure 2. From the figure, only 3.42% of the remaining proportion of CPD is greater than 20 days, so this study chooses 19 days as the time window and interpolates it using the PCHIP algorithm. Combined with Figure 17(a) in the revised manuscript, the regions where the cloud exists for a long time and over a wide area are mainly the regions with relatively stable snow cover, such as the Pamir Plateau, the Himalayan Mountains, the Altay region and the Hengduan Mountains, or the regions with almost no snow in the
south of the Himalayas. Therefore, although the time window is longer, the high accuracy can still be guaranteed in these regions. Specifically, we can see the accuracy evaluation results of the mountainous area in Figure 6 of the revised manuscript. Meanwhile, compared with the spline interpolation algorithm used in existing studies (Dozier et al., 2008; Tang et al., 2013, 2022), which uses the whole sequence information to fit an equation, the PCHIP algorithm (Fritsch and Carlson, 1980) divides the time series into several sub-intervals, and the fitting equation for this sub-interval can be obtained only by using the two endpoints of the sub-intervals and their derivative values. This also can make the results more conformal since the adjacent sub-intervals share an endpoint and a derivative. For details about the PCHIP algorithm, please see Formulas 5-8 in Section 3.2. Therefore, the PCHIP algorithm can adaptively select a suitable time window for interpolation according to the CPD, which ensures the monotonicity of the interpolation result, thus suppressing the influence of noise while achieving a spatio-temporally continuous snow cover and avoiding results outside the reasonable range of the snow cover. Although the PCHIP algorithm has introduced some errors, it is still better than the Cubic algorithm used in the previous study. High-frequency observations from geostationary meteorological satellites provide more opportunity to eliminate the influence of clouds on the extraction of snow information. Next work we will consider the combination of geostationary satellites in snow cover mapping. We have also made changes in section 3.2 of the article to give readers a better understanding of the PCHIP algorithm’s ability to adapt to select appropriate sub-windows based on CPD within a 19-day window.

Figure 2. The mean frequency of CPD during 2001–2020
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4. L363-365. The authors argued that increase in the amount of station data and observations lead to better accuracy assessment. It does not make sense. Were the station data only used for verification of the FSC products? Were they used for the training of the algorithm? If not, I think more station data for verification would not increase the accuracy of the developed products. Declined cloud cover should have contributed to the better verification as MODIS has higher accuracy in cloud-free days. I am not sure whether changes of snow cover days also affected the accuracy indices. It seems the high OA and CK values after 2015 were mainly driving by higher PA index. It likely means the omission errors decreased. Was there less snow cover in the AWT area in these years?

**Response:** We greatly thank the Reviewer #1 for the comment. Sorry for the misunderstanding caused by our expression. The snow depth data from the weather station was only used to evaluate the algorithms and products, not to train the algorithms. In this paper, we want to express that the decrease of cloud cover from 2000 to 2019 (see Figure 3 in this document, and Figure 9 in the revised manuscript) and the increase in the amount of observation data (see Figure 8 in the revised manuscript) have led to the increase in the proportion of clear sky in the observation stations. And this will lead to an increase in accuracy, especially after 2014. According to the suggestions of reviewers, we also calculated the annual mean fractional snow cover (FSC) and snow cover days (SCD) during 2000-2019, and the results are shown in Figure 4 below. It can be seen from the figure that both FSC and SCD show a decreasing trend, which also represents the decrease of snow cover in the AWT region. Therefore, we modify the corresponding statement: “Combined with Figures 8 and 9, the decrease in cloud and snow cover (Tang et al., 2022; Yao et al., 2022) leads to an increase in the proportion of clear sky and non-snow observations at stations. This will result in fewer omission errors (PA increases), ultimately leading to better site assessment accuracy.”

Figure 3. The percentage of cloud cover from 2000 to 2019
Figure 4. Interannual variation of fractional snow cover (FSC) and snow cover days (SCD)
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5. L492–494. It is true that there are many cloud/snow confusion errors in MODIS data. Some researchers (e.g., Dong and Menzel, 2016, Journal of Hydrology; Remote Sensing of Environment) have conducted some research on this topic and developed some algorithm to remove overestimated (misclassified) snow pixels on MODIS snow maps using station data. It seems the proposed algorithm here did not consider this problem. It would be helpful to add some discussions about this.

Response: We greatly thank the Reviewer #1 for this meaningful suggestion. As suggested by the reviewer, the cloud and snow misclassification of MODIS snow products can be improved by combining station observations, which is a promising direction. But it requires enough densely distributed stations in the study area. From the distribution of stations in Figure 1 of the revised manuscript, the distribution of stations in the AWT region is sparse due to the complex terrain. It is mainly distributed in the east and north of the study area, while there are few stations in the high mountain areas of the Qinghai-Tibet Plateau where the snow cover is relatively concentrated, making it difficult to apply this method on a large scale in the study area. This is very important for the subsequent study of specific small areas, so the relevant discussion is supplemented in Section 5.3: “At the same time, problems with MODIS cloud products, such as overestimation and confusion error between clouds and snow, can be effectively improved by combining station observations (Dong and Menzel, 2016a, b), but this requires enough dense stations in the study area. The applicability of this method is limited due to terrain constraints in the AWT region, and subsequent studies in specific small areas may be referred to further improve product quality. Long-scale synchronous and high-frequency observations from geostationary meteorological satellites can overcome the shortcomings of the above methods and meet the needs of large-scale applications.”