Referee #1

The validation and assessment of surface radiation flux products derived from satellite observations is difficult, especially in the Arctic region, where there are fewer observing stations. This study presents daily and monthly surface radiative fluxes (SRF) data collected at the Thule High Arctic Atmospheric Observatory (THAAO, 76.5°N, 68.8°W), in North-Western Greenland. These data are essential for the validation of satellite data. In the current state of the manuscript, some doubts need to be addressed.

1. I think it will be of interest to some readers to know why the THAAO was established at 76.5°N, 68.8°W. The addition of a diagram of the geographic location of the THAAO would also be helpful for reading.

A detailed description of the history and scientific purposes of the THAAO is provided in Muscari et al. (2014), whose citation has been added to the manuscript. A summary of the scientific motivation around THAAO has been added in Section 2.1: “The collaboration between DMI, at that time already involved with measures dedicated to the study of the Arctic climate at the Thule Air Base, and the Italian institutions was born with the installation of a Rayleigh lidar by the University of Rome in addition to the DMI instruments (ozonesondes and UV/visible spectrometer), to improve knowledge of the stratospheric ozone depletion phenomenon that was observed to be very intense over Antarctica and anticipated to become important also over the Arctic. (Muscari et al., 2014)”.

A combination of two Google Earth images has been used to create the new Figure 1 to highlight the position of the THAAO.

2. Figure 3 shows the variation of the ratio of DSI with solar zenith angle for the spring and summer of 2012 for both instruments. What is the reason for selecting the data for 2012, and what is the variation of the ratio of DLI, USI, and ULI with solar zenith angle? What are the reasons for the large fluctuations in the ratio of the two observations at solar azimuths of 70 to 80?

Figure 3 (Figure 4 of the revised paper) shows how to derive the cosine response of the Eppley PSP pyranometer, in particular of the instrument with sn 34891F3, which is not determined by the manufacturer. In this case the PSP was deployed for some days close to CMP21 sn 090206, with the double aim of checking the PSP sensitivity and deriving its cosine response. The Kipp&Zonen CMP21 has a good cosine response, which is measured at the factory and is below 0.7% up to 60° zenith angle and below 1.2% up to 80°, so it is taken as reference. The intercomparison was carried out at the Climate Observatory in Lampedusa Island, in the Mediterranean South of Sicily, where frequent cloud-free conditions occur, in 2012, after the PSP34891F3 was installed at THAAO. Once determined, the DSI measured by the PSP sn 34891F3 before and after 2012 was corrected for the derived cosine response as a function of the solar zenith angle.

The reason for the large fluctuations at SZA of 70-80° is the low signal produced when the sun is close to the horizon: in this case small differences in the measured signal lead to large ratios. In addition, the presence of aerosols or thin clouds near the horizon may determine inhomogeneities in the signals.

USI depends on SZA, but since it is a measure of the radiation that is reflected by the surface it is only diffuse, which is considered to be nearly isotropic and not directional, as the direct component is. The variation of the ratio of USI with SZA has not been determined, and appears to be negligible because the upward component of the solar irradiance is affected in a complex way which depends on the surface properties. For instance, the dependence on SZA is zero for a lambertian surface.
DLI and ULI do not directly depend on SZA, but mainly on temperature and emissivity of the sky and the terrain, respectively.

3. What is the typical polar environment referred to in line 334? Is the environment in the area where the observatory is located different from other regions of the Arctic? What are the reasons for the largest differences in DLI in this environment? Also, the difference in Figure 4(b), where day of year is 78, appears to be uncorrected.

The sentence refers to the polar regions in general, where DLI may reach values as low as 120-130 Wm\(^{-2}\). These values are typical of an environment characterized by very low temperatures and column water vapour, i.e., in polar regions or at very high altitude sites, like Himalaya. DLI values below 120 Wm\(^{-2}\) can be measured on the Greenland Ice Sheet, due a combination of altitude and geophysical parameters.

The differences shown in Figure 4 (Figure 5 of the revised paper) for low DLI values are attributed to the fact that both PIR and CGR4 pyrgeometers calibration is performed for DLI values typical of mid latitudes. Moreover, the CGR4 model has the temperature dependence of the sensitivity determined down to -40 °C, while the PIR model sensitivity is independent of the instrument temperature. The combination of these factors is responsible for the differences between the measurements of the two instruments at low temperatures (i.e., during Arctic winter). A sentence is added in the text to highlight this aspect.

Some data in Figure 4b reasonably appear as uncorrected: they correspond to measured DLI values above 270-280 Wm\(^{-2}\), for which the application of the original PIR coefficients and the new ones gives very similar values (see figure 4a). This is the case for measurements on days 74, 77, and 80.

4. Does the phrase "extremely rare limits" in line 358 include limits due to meteorological conditions?

No, it does not include meteorological conditions but it refers to irradiance values only. According to BSRN definitions, the “physically possible limits” have been fixed considering the SW and LW irradiance values given the wide range of meteorological conditions found all over the entire globe. The “extremely rare limits” are limits for minimum acceptable values for SW irradiance measurements based on the fact that values below -4 Wm\(^{-2}\) may reflect a not proper correction of the thermal offset, thus those data quality may not be acceptable (Long and Shi, 2008).

5. What is the Pearson correlation coefficient between temperature and radiative flux in figure 5?

The Pearson correlation coefficient is 0.82 for DLI and 0.97 for ULI.

6. In line 388, what is the sample size below which the sample size is too small? Could the authors please provide information on the sample size of valid observations during the observation period?

The minimum sample sizes required to calculate means are 45 minutes, 18 hours, and 22 days, respectively, for hourly, daily, and monthly means.

Following the reviewer suggestion, we calculated the percent of valid observations per year for the dataset available for download, i.e hourly means. The results are presented in Table 6 of the revised manuscript.

7. Lines 405-420 refer to temperature anomalies, and it is suggested that the time-series variation of temperature anomalies be presented in a graph. Have the temperature observations been validated against NCEP reanalysis information?
We agree with the reviewer to add the graph showing the time series of daily and monthly temperature anomalies. The graph is added as Figure 7b and some comments to the figure are added in the text.

Similarly, we did the same calculating the DSI, USI, DLI, and ULI anomalies, adding and commenting the corresponding figures in Sections 3.2.1 and 3.2.3. In particular, USI anomalies are related to surface melting, while DLI and ULI anomalies to air temperature anomalies.

The monthly mean THAAO air temperature has been compared to NCEP reanalysis to answer to the reviewer question. Data from NCEP-DOE reanalysis 2 dataset have been used (Kanamitsu et al., 2002), in particular the monthly means of the air temperature at 2 m, which is directly comparable to our dataset. The resolution of the dataset is 2.5°x2.5° and we did expect a poor correlation between THAAO measurements and model data, due to position of the observatory, being along the coast, close either to the sea and to the ice sheet, thus representative of local conditions. The results of the comparison confirm our premises. The four grid point closest to THAAO are shown in the figure: NCEP_1 (75.235° N,67.5° W), NCEP_2 (77.139° N,67.5° W), NCEP_3 (75.235° N,69.375° W), NCEP_4 (77.139° N,69.375° W).

The time series of $T_{air}$ for THAAO and for the four NCEP grid points is plotted in the following figure.
The curves relative to Tair for points NCEP_1 and NCEP_3, which are indeed relatively close one to the other, are nearly superimposed, and the same is for points NCEP_2 and NCEP_4. NCEP_1 and NCEP_3 are on the sea, so we concentrated on data from NCEP_4, which is the closest to THAAO and also closest to the coast, similarly to THAAO. THAAO measurements are always above the reanalysis, as also shown by the scatterplot with the linear regression. The average difference is (-7.1±1.9) K.

The most plausible explanation for these results is that the resolution of the NCEP reanalysis is not adequate for comparison with the THAAO data due to the location of the measurement site close to the coast, and therefore with surface and atmospheric characteristics (sea at about 2 km and glacier about 15km) very different within a short distance.
Given the obtained results, we compared observations with ERA5 reanalysis (Hersbach et al., 2023), which has a much finer spatial resolution (31 km) than NCEP and also provides monthly mean temperature data at pressure levels. Since the average pressure value in 2016-2022 at THAAO is 982 mbar, we present the results for 1000 mbar and 975 mbar.

The temporal evolution of THAAO temperature is very well reproduced by the ERA5 data, although $T_a$ at 1000 mbar better reproduce the larger values, those occurring from April to September, within ±1 K, while overestimating winter temperatures, up to 3.8 K in February.

$T_a$ at 975 mbar are lower than those at 1000 mbar, determining a better agreement in winter, with differences decreasing to 2 K in February.

Generally speaking, reanalysis data over the Arctic are unlikely to be well constrained by the poor and discontinuous existing observations (e.g. Orsi et al., 2017).

A warm bias in ERA5 reanalysis relative to buoy observations over the Arctic sea ice has been documented, with smaller bias in summer and larger in winter (e.g. Wang et al., 2019). The warm
bias is attributed to the poor ability of the reanalysis to simulate the atmosphere/sea ice interaction (e.g. Batrak and Müller, 2019), the shallow Arctic boundary layer and the presence of intense temperature inversions (e.g. Tjernström and Graversen, 2009).

Since the comparison of THAAO air temperature and reanalysis products is beyond the scope of the paper, it has not been included in the revised manuscript.
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NCEP/DOE Reanalysis II data provided by the NOAA PSL, Boulder, Colorado, USA, from their website at https://psl.noaa.gov.

Hersbach, H. et al., (2023) was downloaded from the Copernicus Climate Change Service (C3S) (2023).

The results contain modified Copernicus Climate Change Service information 2020. Neither the European Commission nor ECMWF is responsible for any use that may be made of the Copernicus information or data it contains.

8. Does the maximum and minimum of the observed data refer to the average result of the observed maximum and minimum?
No, we did not analyze the observed minimum and maximum temperature. $T_m$ min and $T_m$ max in Table 6 represent the smallest and largest monthly and seasonal means for $T_m$. This has been explained in the text.

9. As global warming occurs, will the area and duration of snow cover in the Arctic decrease? Does this have an effect on the observation of shortwave radiative fluxes?

The progressive decrease of sea ice and snow cover is well documented (e.g., IPCC, 2019). This is expected to largely impact shortwave radiation, and in particular USI (but also ULI). Due to the large interannual variability of these parameters it is not possible to derive a trend from the THAAO dataset.

10. Is there a relationship between the monthly average expression of long-wave radiative fluxes and cloudiness? If so, what is the correlation between them?

DLI is strongly affected by the presence of clouds, which produce an enhancement of DLI compared to cloud-free conditions. The amount of this increase is linked to atmospheric (air temperature, integrated water vapour) and cloud (cloud cover fraction, cloud base altitude, liquid water or ice path, cloud optical thickness, cloud droplet size). We are preparing a paper describing the cloud radiative effects on both the shortwave and longwave at THAAO since 2016, and its dependence on atmospheric thermodynamics, cloud base altitude (i.e., temperature), liquid water path, cloud optical thickness. Our preliminary results show an increase of the longwave cloud radiative effect as a function of air temperature, liquid water path, cloud base temperature.

11. What is the trend of the longwave and shortwave radiative fluxes over the observed time period? Are the trends due to meteorological conditions or changes in the surface type?

The calculation of the trend of the radiative flux components is not part of this work as the length of the time series would not allow statistically robust results, in particular due to the large interannual variability of the involved processes. Furthermore, the available time series meteorological parameters (since 2016) would not allow us to investigate the causes of any detected trends.

12. The paper has relatively little comparison and discussion with other similar studies known in the field. Can you provide more details about how your measurements compare to existing similar studies, highlighting where this dataset fills a gap?

There is unanimous consensus among the scientific community that the climate change taking place globally is particularly intense and rapid in the Arctic. Many complex and interconnected phenomena operate in this region and need to be understood in order to be able to predict the evolution of the climate with a good level of accuracy. To do this, it is necessary to start from the observation of phenomena on the longest time scales. Due to the difficult climatic conditions, it is complex to maintain observation sites over long periods in the Arctic. This is why having data from an observatory that monitors changes in many parameters of climatic interest (not only meteorological parameters, but also radiative budget, aerosols, clouds, trace gases) is of paramount relevance.

The paper by Uttal et al. (2016) highlights the importance of combining data from different observatories in the Arctic, grouped under the International Arctic Systems for Observing the Atmosphere (IASOA) umbrella, to also cope with the diversity of geographical and climatic conditions. Regarding radiation measurements, specifically, figure 5 of the article shows the differences in the annual evolution of the surface albedo for 4 sites of the BSRN network belonging
to IASOA. The curves reflect a different snowfall timing of the transition from snow-covered to snow-free conditions for each site, as it is linked to various local factors, such as snow accumulation, temperature, and cloudiness.

The THAAO observations add to the very few available in the Arctic, useful for investigating climate variability on a smaller scale than that which includes the entire Arctic. Established Arctic observatories close to the coast with long term radiation fluxes measurements are Ny-Ålesund, Barrow, Eureka, Tiksi. THAAO has the peculiarity of being close to both the sea and the Greenland Ice Sheet, thus being influenced by different surface and atmospheric conditions.

The paper by Uttal et al. (2016) has been cited in the introduction and in Section 3.2.2.

Could you provide a more detailed description of the procedures associated with the processing of the original data, e.g., procedures for data quality control, uncertainty estimation, etc., to improve the accuracy and reliability of the study.

We provide a detailed description of the SW irradiance data processing in Section 2.1.2, and the procedures to reduce measurement uncertainties (thermal offset correction, calibration checks and cosine response correction) in Sections 2.1.3 and 2.1.4, while Section 2.1.5 describes the pyrgeometers calibration. The quality control process is described in Section 2.1.6.

A sentence was added in lines 245-247 to describe the formulas used to calculate irradiance from the raw datalogger signals.

13. In the introduction, the authors mention that ground-based measurements can improve the discrepancy of climate models in modeling Arctic warming. Have you considered comparing measurements with simulations from existing models? Provide an in-depth analysis of the importance of existing measurements for model simulation assessment.

Yes, we are currently coordinating a national project, “Effects of changing albedo and precipitation on the Arctic climate” (ECAPAC), focused on quantifying the impact of precipitation on the surface distribution of ice and snow and on the surface radiation budget. One of the activities within the project is to assess the performance of a regional model specifically developed for polar regions, the Modèle Atmosphérique Régionale (MAR) (Fettweis et al., 2017; Tedesco et al., 2016), over North-Western Greenland, a region where it has not been tested yet. The assessment is mainly aimed at quantifying the contribution from atmospheric properties and land-ice components to the model uncertainties and to investigate the effect of assimilating into the model measured parameters such as precipitation (amounts and phase), water vapor concentration profiles and surface radiation fluxes. In addition, it would be possible to directly compare the measured radiative fluxes with the MAR output.

As also shown by the comparison of THAAO measurements with meteorological reanalysis, global climate models or reanalysis are optimized to provide a good representation of the global mean climate and their spatial grid, including the orography description, is necessarily large. On the contrary, regional climate models run over a limited area, with finer spatial resolution and orography, and can be calibrated to represent the physical processes occurring in a specific region. For these reasons, regional models can reduce the biases found in global models or reanalysis.

The importance of measurements in model assessment is twofold. On one side, observations are used during model development, calibration and initialization, but also to tune the model in order to match observations. Thus, the quality of the model products depends on the quality of the underlying observations. Similarly, the performance of a model is assessed by comparison against
measured data records. Consequently, the uncertainty on the model product is influenced by the uncertainty on the observational reference (e.g. Kotlarski et al., 2017).

Kay et al. (2016) emphasize how the advances in Arctic cloud and climate research in the past benefited from the combination of modeling and observations, including those from satellites with active remote sensing instruments (CloudSat and CALIPSO), and that the best way forward is to exploit recent satellite missions, but also in situ observations over long periods, and intensive measurement campaigns, conducted with instruments on various platforms.

Past Arctic field campaigns, like the Surface Heat Budget of the Arctic campaign, SHEBA (Uttal et al., 2002), a year-long drift experiment that took place in the Beaufort and Chukchi Seas from October 1997 to October 1998, allowed to identify wintertime biases in regional climate models (e.g. Wyser et al., 2008) and in global forecast systems (e.g. Simjanovski et al., 2011). In both cases surface albedo and cloud representations are the main reasons for the estimated biases.

The Norwegian young sea Ice cruise, N-ICE2015, was conducted in the Arctic Ocean north of Svalbard from January to June 2015 (Walden et al., 2017). Di Biagio et al. (2021) used meteorological and radiation measurements, as well as cloud lidar observations to derive biases in ERA5 and ERA-Interim reanalysis and in CERES surface radiation fluxes.

Recently, the Multidisciplinary drifting Observatory for the Study of Arctic Climate (MOSAiC) expedition from October 2019 to September 2020 offered the opportunity to characterize all aspects of the Arctic atmospheric system in unprecedented detail, using a variety of approaches, and across multiple scales (Shupe et al., 2022). Simulations of wintertime surface energy budget with short-term forecasts from 7 state-of-the-art operational and experimental forecast systems reveal that generally model struggle to represent thin liquid clouds in the Arctic which impact on longwave fluxes (Solomon et al., 2023).

An example of validation of satellite and model SRF using ground-based measurements in the Arctic is from Wang et al. (2021). They used the measured components of the SRB from four independent ground observation networks (BSRN, CEOP, TPDC, and NMC) and compared them with daily and monthly data from CERES and from various reanalysis, among which MERRA-2, NCEP-CFSR, ERA5.

We believe that an in-depth analysis of the importance of existing measurements for model simulation assessment is beyond the scope of the paper. We reported a synthesis of the cited studies in the Introduction.
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14. The introduction section needs to be strengthened.

This sentence is not very specific. Anyway, some considerations about the cloud-radiation feedback, the importance of integrated measurements in the Arctic, and the need for in situ observations to constrain model reanalysis and to assess model forecasts have been added in the introduction.