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A global dataset of spatiotemporally seamless daily mean land 2 

surface temperatures: generation, validation, and analysis 3 

 4 

Dear tropical editor and reviewers,  5 

 6 

We submit the revised version of our manuscript (essd-2022-83).  7 

 8 

The authors would like to thank you and the reviewers for providing us with 9 

thoughtful and outstanding comments. We have addressed all comments in detail and 10 

revised the manuscript accordingly and tracked the changes so that you can see that 11 

we have rewritten many parts of the manuscript. Point-by-point responses to all 12 

reviewer remarks are provided below.  13 

 14 

We will be very glad to receive your feedback. 15 

 16 

Yours sincerely,  17 

Falu Hong, Wenfeng Zhan*, Frank-M. Göttsche, Zihan Liu, Pan Dong, Huyan Fu, Fan 18 

Huang, and Xiaodong Zhang 19 
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II. ATTENTIONS 71 

(1) In the following responses, texts contained within the red braces {…} are identical 72 

to those in our revised manuscript.  73 

(2) In the following responses, the line numbers [Line XXX-XXX] refer to the clean 74 

version of the revised manuscript.  75 

(3) Fig. 1, 2, and 3…, and Eq. 1, 2, and 3… refer to the figures and equations 76 

excerpted from our revised manuscript.  77 

(4) In the following responses, all the related references are provided collectively in 78 

Part VI References.  79 

 80 
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III. RESPONSES TO REVIEWER #1  81 

Comment #1 82 

This study designed an operational framework that uses the annual temperature cycle 83 

(ATC) and diurnal temperature cycle (DTC) models to generate global seamless daily 84 

mean land surface temperature (LST). The framework and generated product were 85 

validated with globally distributed in situ measurements. The validations show that 86 

the generated daily mean LST can correct the sampling bias caused by directly 87 

compositing the cloud-free MODIS LSTs. This is an interesting point for the thermal 88 

remote sensing community. Additionally, the authors discussed the uncertainties of the 89 

daily mean LST products, which are useful for further improvement. The authors 90 

clearly addressed the structure of the IADTC framework and comprehensively 91 

evaluated the generated daily mean LST product. This manuscript is generally well 92 

written and clearly organized. I recommend the paper for publication after the 93 

following issues are answered.  94 

Authors’ reply: 95 

Thanks very much for your appreciation. We have provided the point-to-point 96 

response to the concerned issues below.  97 

 98 

Major comments 99 

Comment #2 100 

The direct comparison results between the generated daily mean land surface 101 

temperature product and in situ measurements display systematically negative bias at 102 

most sites (Tables 1 and 2). The authors should provide more explanations about the 103 

negative bias. 104 

Authors’ reply: 105 

Thanks for your comment. The systematically negative bias between the in situ 106 

measurement and GADTC product is directly related to the systematic negative bias 107 

between instantaneous in situ measurement and instantaneous MODIS land surface 108 

temperature (LST) observations. The comparison results between instantaneous 109 

SURFRAD LST and MODIS LST observations (Fig. R1) show that the mean bias is 110 

negative at four overpassing times. Since the GADTC products are generated based 111 

on the instantaneous MODIS LST observations, the systematically negative bias 112 
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within the instantaneous observations will be propagated to the generated daily mean 113 

LST.  114 

The systematically negative bias between the instantaneous MODIS LST 115 

observations and in situ measurements could be caused by: (1) the spatial mismatch 116 

between the satellite and in situ measurement; (2) the differences in the observation 117 

angles; (3) the uncertainties from the LST retrieval algorithm, such as the estimation 118 

of broadband emissivity (Guillevic et al., 2018).  119 

To avoid those uncertainties and fully reflect the accuracy of IADTC framework, 120 

we validated the IADTC framework with single source in situ measurements (Figs. 6 121 

& 7). Results show that the MAEs of the IADTC framework are 1.4 K and 1.1 K for 122 

SURFRAD and FLUXNET data, respectively; and the mean biases are both close to 123 

zero.  124 

 125 

 126 

Fig. R1. Comparison between the SURFRAD instantaneous observations and MODIS 127 

instantaneous observations for the Terra day (a), Aqua day (b), Terra night (c), and 128 

Aqua night (d) overpassing times.  129 
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 130 

Comment #3 131 

The authors used the diurnal temperature range (DTR) to define different scenarios. 132 

In this paper, the calculated DTR can be affected by the accuracy of ATC model, then 133 

affecting the determination of which scenario is used to generate daily mean land 134 

surface temperature. I recommend the authors add more discussions about the 135 

uncertainties of ATC model to the daily mean LST estimation. 136 

Authors’ reply: 137 

Thanks for your comment. We agree with you that the accuracy of the ATC 138 

model can affect the determination of scenarios. We compared the proportion of three 139 

scenarios using the ATC-reconstructed under-cloud LSTs and actual in situ under-140 

cloud LST observations based on the SURFRAD and FLUXNET datasets, 141 

respectively (Table R1). Table R1 proves that the accuracy of ATC model can affect 142 

the determination of scenarios. We have added discussions about the uncertainties of 143 

ATC model to the scenario determination and Tdm estimation in Line 504-507, which 144 

was give as follows for your convenience.  145 

Line 504-507: 146 

{First, the currently used ATC model reconstructs under-cloud LSTs during the 147 

day (night) with small positive (negative) biases (Error! Reference source not 148 

found.), even though information on under-cloud air temperature has been 149 

incorporated (Liu et al., 2019b). Additionally, the errors in the ATC model can affect 150 

the determination of scenarios and consequently, the way to calculate the Tdm.} 151 

 152 

Table R1. The percentage of each scenario using ATC-reconstructed under-cloud LST 153 

and actual in situ under-cloud observations for the SURFRAD and FLUXNET 154 

datasets.  155 

  Scenario #1 Scenario #2 Scenario #3 

SURFRAD 

Tins_cloud_free + 

Tins_ATC 

0.2% 95.0% 4.8% 

Tins_cloud_free + 

Tins_obs 
7.3% 86.5% 6.3% 

FLUXNET Tins_cloud_free + 10.1% 82.5% 7.3% 
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Tins_ATC 

Tins_cloud_free + 

Tins_obs 
21.1% 67.1% 11.8% 

 156 

Minor comments 157 

Comment #4 158 

Line 138: I recommend the authors to add some descriptions about how they process 159 

the in situ measurement outliers. 160 

Authors’ reply: 161 

Thanks for your comment. We have added the descriptions of processing the 162 

outliers within the in situ measurement. Firstly, the minutely or half-hourly 163 

observations were aggregated into hourly values to reduce the impact from short-term 164 

LST fluctuations. Secondly, the outliers in the in situ measurements were further 165 

filtered using the ‘3σ-Hampel identifier’ when validating the GADTC products 166 

(Zhang et al., 2020; Göttsche et al., 2016). You can refer to Line 139-140 and Line 167 

299-302 for reference, which are given as follows for your convenience.  168 

Line 139-140: 169 

{To reduce the impacts of short-term LST fluctuations on validation, we 170 

aggregated minutely observations into hourly values.} 171 

Line 299-302: 172 

{Note that outliers in the in situ measurements were removed before performing 173 

the accuracy evaluation; here outliers are defined as the Tdm differences between in 174 

situ measurements and GADTC products deviating by more than 3σ (three standard 175 

deviations) from the mean (Göttsche et al. 2016; Zhang et al., 2020).} 176 

 177 

Comment #5 178 

Line 176-178: Please add more examples or references about the LST change in low-179 

latitude and high-latitude regions. 180 

Authors’ reply: 181 

Thanks for your comment. We have added the references which describe the LST 182 

change in low-latitude (Cao and Sanchez-Azofeifa, 2017) and high-latitude regions 183 

(Østby et al., 2014; Westermann et al., 2012). Please refer to Line 177-180, which is 184 
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given as follows for your convenience.  185 

Line 177-180: 186 

{However, a single sinusoidal is no longer suitable for low-latitude because there 187 

are two solar radiation peaks within a yearly cycle of low-latitude regions (Xing et al., 188 

2020; Bechtel, 2015; Cao and Sanchez-Azofeifa, 2017); it is also inadequate for high-189 

latitude regions where polar days and nights occur (Østby et al., 2014; Liu et al., 190 

2019; Westermann et al., 2012).} 191 

 192 

Comment #6 193 

Line 218: Temporal normalization is a good way to handle the overpassing time 194 

fluctuations. Please provide more discussions about the role of temporal 195 

normalization in generating consistent LST products. 196 

Authors’ reply: 197 

Thanks for your comment. We totally agree with you that temporal normalization 198 

is useful for correcting the overpassing time fluctuations and generating consistent 199 

LST products (Ma et al., 2022). We have added the discussions in Line 499-502 to 200 

emphasize the role of temporal normalization in reducing the negative impact of 201 

overpassing time fluctuation, which was given as follows for your convenience.  202 

Line 499-502: 203 

{Temporal normalization methods can adjust the LST observations at fluctuated 204 

overpassing time to the fixed time, which can eliminate the uncertainties in the under-205 

cloud LST reconstruction and diurnal LST dynamics modeling (Ma et al., 2022; Liu et 206 

al., 2019; Duan et al., 2014).} 207 

 208 

Comment #7 209 

Line 242: Moving this sentence after the introduction of DTRfour would be better. 210 

Authors’ reply: 211 

Thanks for your comment. We agree with you that moving the sentence at Line 212 

242 to the position consequent to the introduction of DTRfour would be better for 213 

understanding. You can refer to Line 235-238 for the revised manuscript, which was 214 

given as follows for your convenience.  215 

Line 235-238: 216 
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{The first criterion is based on the diurnal temperature range (DTR), which was 217 

calculated as the maximum minus the minimum LSTs within a diurnal cycle. 218 

Specifically, the DTR calculated by four LSTs within the diurnal cycle (termed 219 

DTRfour) was used (Fig. 5). Here these four daily LSTs can consist of both cloud-free 220 

observations (Tin_cloud_free, the green circles in Fig. 1) and under-cloud LSTs 221 

reconstructed by the ATC model (Tin_ATC, the blue triangles in Fig. 1).} 222 

 223 

Comment #8 224 

Fig. 4: I recommend the authors to add one subplot for the illustration of Scenario #1. 225 

Authors’ reply: 226 

Thanks for your comment. We have added the subplot to illustrate Scenario #1 in 227 

Fig. 4. The corresponding caption was also revised. The revised Fig. 4 and caption are 228 

attached as follows for your reference.  229 

 230 

 231 

Fig. 1. Estimation of Tdm under different conditions. (a) displays an example of 232 

estimating Tdm by averaging Tin_cloud_free and Tin_ATC when DTRfour is less than 5.0 233 

K (i.e., Scenario #1); (b) displays an example of estimating Tdm based on the DTC 234 

modelling results (i.e., Scenario #2); (c) displays an example of estimating Tdm by 235 
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averaging Tin_cloud_free and Tin_ATC when ΔDTR is equal or greater than 20.0 K (i.e., 236 

Scenario #3). The green circles, red rectangles, and blue triangles denote the 237 

instantaneous cloud-free LST observations, under-cloud LST observations, and 238 

under-cloud LSTs reconstructed by the ATC model, respectively. The black lines 239 

denote the in situ LST observations while the blue lines show the DTC-modelled 240 

values based on the cloud-free LST observations and ATC-modelled under-cloud 241 

LSTs. Noting that hours larger than 24 along the x-axis correspond to the next 242 

day.  243 

 244 

Comment #9 245 

Line 317: “Lower accuracy” being compared to what needs to be clarified. 246 

Authors’ reply: 247 

Thanks for your comment. “Lower accuracy” was compared to the accuracy of 248 

Tdm_IADTC. This sentence indicates that the accuracy of Tdm_cloud_free is lower than that 249 

of Tdm_IADTC. It has been revised for clarification. Please refer to Line 319-320 for 250 

reference, which was given as follows for your convenience.  251 

Line 319-320: 252 

{By contrast, the MAEs of the Tdm_cloud_free are 4.1 K and 2.5 K at the daily and 253 

monthly scales, respectively, i.e., they indicate a significantly lower accuracy 254 

compared to that of Tdm_IADTC.} 255 

 256 

Comment #10 257 

Line 394: Please provide more evidence about the link between ΔTsb and land cover 258 

type or DTR. 259 

Authors’ reply: 260 

Thanks for your comment. We acknowledge that our original description could 261 

be misleading and have clarified the statement with more references cited. Please refer 262 

to Line 397-400, which is given as follows for your convenience.  263 

Line 397-400: 264 

{We further observe that ΔTsb is sensitive to land cover type and that DTR can 265 

partially explain ΔTsb. For instance, regions with a large DTR (e.g., deserts or bare 266 

soils) usually have a greater ΔTsb (Sharifnezhadazizi et al., 2019; Hong et al., 2021; 267 
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Jin and Dickinson, 2010).} 268 

 269 

Comment #11 270 

Line 414: Please clarify what’s the different information contained within the ΔTsb. 271 

Authors’ reply: 272 

Thanks for your comment. We are sorry for causing the misunderstanding. This 273 

sentence wants to claim that the slope difference between Tdm_cloud_free and Tdm_IADTC 274 

was related to the variation of ΔTsb, and the variation of ΔTsb is related to the cloud 275 

percentage and cloud duration among different months. For clarification, we have 276 

rephrased the original description. Please refer to Line 418-419, which was given as 277 

follows for your convenience.  278 

Line 418-419: 279 

{The slope difference is related to the variation of ΔTsb, which can be affected by 280 

the cloud percentage and cloud duration among different months.} 281 

 282 

Comment #12 283 

Fig. 11: I am wondering about the variation of error of Tdm_ATC_DTC versus 284 

DTRfour, which can provide more solid support for the necessity of defining Scenario 285 

#1. 286 

Authors’ reply: 287 

Thanks for your comment. The variation of the error of Tdm_ATC_DTC versus 288 

DTCfour was displayed in Fig. R2. Results show that under scenario #1 (i.e., DTRfour < 289 

5.0 K), the error of Tdm_ATC_DTC is close to the error of Tdm_ATC_four, i.e., mostly near 290 

zero, which indicates that Tdm_ATC_DTC and Tdm_ATC_four can be used interchangeably to 291 

achieve similar accuracy. Additionally, defining Scenario #1 can effectively avoid the 292 

outliers caused by the failed simulation case of DTC model.  293 

 294 
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 295 

Fig. R2. The variation of Tdm_ATC_DTC depends on the variation of DTRfour. (a) and (b) 296 

display the results for SURFRAD and FLUXNET, respectively.  297 

 298 

  299 
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IV. RESPONSES TO REVIEWER #2 300 

Comment #1 301 

This paper describes an improved annual and diurnal temperature cycle-based 302 

framework method to generate global spatiotemporally seamless daily mean LST 303 

products from MODIS data with the support of reanalysis data. The developed dataset 304 

performs very well against global in-situ surface observations. Overall, this new 305 

method produces a 0.5 --degree daily product of daily mean LST over the globe. 306 

Given that this data has high spatial resolution at a daily time scale, it should be a 307 

useful tool for climate studies after its flaws are addressed. 308 

Authors’ reply: 309 

Thanks very much for your appreciation. We have addressed the flaws you 310 

mentioned. Please refer to the following point-to-point response for the details.  311 

 312 

Major comments 313 

Comment #2 314 

The developed GADTC product has a spatial resolution of 0.5-degree, how to deal 315 

with the scale mismatch between the in-situ measurements and the product, the 316 

validation can be carried out at a higher spatial resolution, such as MODIS original 317 

resolution. Maybe, the authors can classify the in-situ sites to different levels 318 

according to the spatial heterogeneity of the site, to further analyze the errors at 319 

different sites. 320 

Authors’ reply: 321 

Thank you for your comment. This comment is related to three issues: (1) 322 

addressing the scale mismatch between in situ measurements and generated GADTC 323 

product; (2) validating the daily mean land surface temperature (LST) product at the 324 

MODIS original resolution; (3) analyzing the errors according to the spatial 325 

heterogeneity of the sites. 326 

(1) Addressing the scale mismatch between in-situ measurements and product 327 

We agree with you that the scale mismatch exists between in situ measurement 328 

and satellite-based LST product. To avoid the scale mismatch, we validate the 329 

framework merely based on in situ measurement, i.e., running the IADTC framework 330 

with in situ measurement and then using hourly measurements for validation. The 331 
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results in Section 4.1 show that the mean absolute errors (MAEs) of the IADTC 332 

framework are 1.4 K and 1.1 K for SURFRAD and FLUXNET data, respectively. The 333 

validation results merely based on in situ measurements are better than the validation 334 

results through comparing in situ measurements and the GADTC product which 335 

involves the scale mismatch uncertainty.  336 

(2) Validating the daily mean LST product at the MODIS original resolution 337 

According to your suggestion, we ran the IADTC framework with the MOD11A1 338 

and MYD11A1 LST products to validate the daily mean LST product at the MODIS 339 

original resolution (~1 km). The seven SURFRAD sites in 2019 were used for 340 

validation. Table R2 shows the validation results at the MODIS original resolution are 341 

comparable with the validation results at 0.5 degree, i.e., MAE around 2.2 K, except 342 

for the DRA site where the MAE exceeds 4.5 K at the original resolution. The 343 

abnormal larger errors at DRA site have been reported by previous studies which 344 

validated the instantaneous LST product (Duan et al., 2019; Ermida et al., 2020). For 345 

clarification, the unsuitable descriptions of the validation results at DRA site in the 346 

original manuscript (Line 357-359) have been deleted. 347 

 348 

Table R2. Validation results at the MODIS original resolution with the seven 349 

SURFRAD sites in 2019. 350 

Site ID Bias (K) MAE (K) RMSE (K) STD (K) R-square 

BON -1.61 2.04 2.45 1.85 0.97 

TBL -0.67 2.20 2.76 2.68 0.94 

DRA -4.41 4.51 5.05 2.45 0.97 

FPK -1.07 2.20 2.86 2.65 0.97 

GWN -1.89 2.13 2.48 1.61 0.97 

PSU -2.08 2.27 2.70 1.73 0.98 

SXF -1.16 1.88 2.36 2.06 0.98 

 351 

(3) Analyzing the errors according to the spatial heterogeneity of the site 352 

We define the spatial heterogeneity of SURFRAD sites by calculating the 353 

standard deviation of the land cover types within the MODIS original resolution pixel 354 

footprint (Fig. R3 & Table R3). The land cover types were obtained from the LCMAP 355 

collection 1.1 land cover map in 2019 (Brown et al., 2020). Table R3 shows that BON 356 
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and TBL sites are relatively homogeneous, and GWN and PSU sites are relatively 357 

heterogeneous. However, the validation results are not expected to be related to spatial 358 

heterogeneity. This is probably because, at MODIS original resolution (~1 km), the 359 

uncertainty of scale mismatch still exists, and other factors, such as the sensor 360 

differences and atmosphere correction uncertainties, can also affect the validation 361 

results. Due to these concerns, apart from the direct comparison between in situ 362 

measurement and satellite-based daily mean LST, we also validated the IADTC 363 

framework merely based on in situ measurement to avoid the uncertainty of scale 364 

mismatch.  365 

 366 

 367 

Fig. R3. The land cover types of each SURFRAD site within the MODIS 1-km pixel 368 

footprint.  369 

 370 

Table R3. The standard deviation of the land cover types of each SUFRAD site within 371 

the MODIS pixel footprint.  372 

Site ID Land cover STD 

BON 0.111 

TBL 0.112 

DRA 0.582 

FPK 0.376 
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GWN 0.907 

PSU 0.691 

SXF 0.385 

 373 

Comment #3 374 

The Surfrad site only has 7 sites, Why not merge the data from the Surfrad and 375 

Fluxnet networks when validating the Tdm product. Also, in section 5.1, the ΔDTR 376 

can be obtained using the Surfrad and Fluxnet data together. 377 

Authors’ reply: 378 

Thank you for your comment. We agree with you that the validation results using 379 

the merged SURFRAD and FLUXNET datasets should be provided for readers’ 380 

reference and convenience. Therefore, we added the contents displaying the validation 381 

results using the merged SURFRAD and FLUXNET. The updated Fig. 8 and Fig. 11 382 

in the revised manuscript display the validation results of the Tdm product and the 383 

determination of ΔDTR with the merged SURFRAD and FLUXNET datasets, which 384 

would be given at the end of this reply for your convenience.  385 

However, in the revised manuscript, we still kept the separate validation results 386 

because the differences between SURFRAD and FLUXNET networks can also 387 

provide valuable information for readers. Their differences were summarized as 388 

follows:  389 

(1) Their data sources are different. The SURFRAD sites have been managed 390 

uniformly by National Oceanic and Atmospheric Administration (NOAA) for over 15 391 

years, and the associated radiance measurements have been consistently quality-392 

controlled (Augustine et al., 2000). In contrast, FLUXNET sites are managed by 393 

different principal investigators. The quality control might not be consistent as 394 

SURFRAD sites.  395 

(2) Their observation numbers are unevenly distributed. The number of 396 

FLUXNET sites is far more than the number of SURFRAD sites (126 vs 7). 397 

Consequently, the number of FLUXNET observations is far more than SURFRAD 398 

observations (226220 vs 42600). If we merged these two datasets, the results would be 399 

determined predominantly by FLUXNET dataset which occupies the majority. In 400 

other words, the contribution of SURFRAD dataset would be largely ignored.  401 

(3) The covering land cover types are different. FLUXNET sites are mainly 402 
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located in vegetated areas. In contrast, the land cover types of the SURFRAD sites are 403 

not limited to vegetated areas. SURFRAD sites additionally cover barren area (the 404 

DRA site). Merging them would reduce the contributions from diverse land cover 405 

types.  406 

 407 

 408 

Fig. 2. GADTC products versus in situ observations. (a), (b), and (c) compare the 409 

daily mean LST over the SURFRAD, FLUXNET, and combined sites, 410 

respectively; and (d), (e), and (f) show the corresponding results for monthly 411 

mean LST. The biases were calculated by the GADTC products minus the in situ 412 

measurements. The red ellipse in (b) highlights the cases with notably large 413 

errors.  414 

 415 
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 416 

Fig. 3. Threshold determination for the two criteria in Fig. 5. (a), (b), and (c) 417 

display the errors of Tdm_ATC_four (Tdm_ATC_four minus Tdm_true) depending on 418 

DTRfour for SURFRAD, FLUXNET, and combined data, respectively; and (d), 419 

(e), and (f) display the MAE differences between Tdm_ATC_four and Tdm_ATC_DTC 420 

(i.e., the MAE of Tdm_ATC_four minus the MAE of Tdm_ATC_DTC) depending on the 421 

ΔDTR for SURFRAD, FLUXNET, and combined data, respectively. The black 422 

lines in (d), (e), and (f) denote the averaged MAE difference within every unit 423 

along the x-axis.  424 

 425 

Comment #4 426 

The authors used MAE and bias, why not use the RMSE, which is typically used in the 427 

LST validation. 428 

Authors’ reply: 429 

Thank you for your comment. We agree with you that the RMSE results should 430 

be included in the LST validation results. The updated Fig. 8, Table 1, and Table 2 are 431 

given as follows for your convenience.  432 

 433 
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 434 

Fig. 4. GADTC products versus in situ observations. (a), (b), and (c) compare the 435 

daily mean LST over the SURFRAD, FLUXNET, and combined sites, 436 

respectively; and (d), (e), and (f) show the corresponding results for monthly 437 

mean LST. The biases were calculated by the GADTC products minus the in situ 438 

measurements. The red ellipse in (b) highlights the cases with notably large 439 

errors.  440 

 441 

Table 1. Validation results obtained over the seven SURFRAD sites. 442 

Site ID Lat./Long. IGBP N* Bias (K) MAE (K) RMSE (K) STD (K) 

BON 40.05°/−88.37° CRO 6153 −1.20 1.97 2.44 2.12 

TBL 40.13°/−105.24° GRA 6124 −1.37 2.30 2.89 2.54 

DRA 36.62°/−116.02° BSV 6102 −2.04 2.26 2.69 1.74 

FPK 48.31°/−105.10° GRA 6157 −1.78 2.54 3.18 2.63 

GWN 34.25°/−89.87° WSA 6144 −1.83 2.25 2.70 1.98 

PSU 40.72°/−77.93° CRO 6134 −1.30 1.85 2.24 1.82  

SXF 43.73°/−96.62° CRO 5786 −1.39 2.06 2.54 2.13 

*: N denotes the number of days used for validation.  443 

 444 

Table 2. Validation results for the GADTC products stratified by IGBP land cover 445 

type of the FLUXNET sites.  446 

IGBP Site number N* 
Bias (K) MAE (K) RMSE (K) STD (K) 

MF 5 7564 −1.95  2.62  3.25  2.61  
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EBF 11 29588 −1.71  2.75  3.34  2.87  

WET 15 14556 −0.66  2.76  4.22  4.17  

DBF 19 32594 −1.78  2.89  3.56  3.08  

SAV 5 10355 −2.65  3.16  3.84  2.79  

CRO 14 14387 −1.59  3.26  4.10  3.78  

GRA 23 45257 −1.62  3.32  4.22  3.90  

ENF 25 58616 −0.81  3.38  4.18  4.10  

WSA 5 7810 −2.33  3.44  4.06  3.32  

OSH 3 5090 −3.34  3.62  4.33  2.75  

SNO 1 403 −3.39  4.80  5.91  4.84  

*: N denotes the number of days used for validation.  447 

 448 

Minor comments 449 

Comment #5 450 

Line 67, some latest papers about the C6 MODIS LST accuracy can be added, such as 451 

DOI: 10.1109/TGRS.2020.2998945, https://doi.org/10.1016/j.jag.2018.04.006 452 

Authors’ reply: 453 

Thank you for your reminder. We have added the reference you mentioned.  454 

 455 

Comment #6 456 

Line 104, the MxD11C1 was derived using the day/night algorithm and giving a 457 

reference 458 

Authors’ reply: 459 

Thanks for your comment. We have added the reference from Wan and Li (1997) 460 

which is the representative study using the day/night algorithm to derive land surface 461 

temperature. The revised sentence in Line 103-105 is given as follows for your 462 

convenience.  463 

Line 103-105: 464 

{The MODIS LSTs were retrieved with a refined generalized split-window 465 

algorithm, and their accuracies are mostly within 1.0 K over homogeneous surfaces 466 

(Wan and Li, 1997; Duan et al., 2019; Wan, 2014).} 467 

 468 

Comment #7 469 

Line 139, how to get the hourly values? 470 
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Authors’ reply: 471 

Thank you for your comment. SURFRAD in situ measurements can provide 472 

minutely observations and FLUXNET in situ measurements can provide half-hourly 473 

observations (a part of the sites provide hourly observations). To get hourly values, we 474 

aggregated minutely or half-hourly observations to hourly values. This step was to 475 

reduce the impact of short-term LST fluctuations caused by local weather variation. In 476 

Line 139-140, we mentioned the way how to get the hourly values, which were given 477 

as follows for your convenience.  478 

Line 139-140: 479 

{To reduce the impacts of short-term LST fluctuations on validation, we 480 

aggregated minutely observations into hourly values.} 481 

 482 

Comment #8 483 

Line 319, Scenarios #1 and #3, How many sites per scenario, the results can be 484 

analyzed by scenario, not by Surfrad and Fluxnet. 485 

Authors’ reply: 486 

Thanks for your comment. We calculated the count and the percentage of each 487 

scenario for the SURFRAD and FLUXNET datasets (Table R4). In addition, we 488 

provided the accuracy results by scenario (Fig. R4). Table R4 shows that Scenarios 489 

#1, #2, and #3 covers 0.2%, 95.0%, and 4.8% for the SURFRAD datasets, and 10.2%, 490 

82.5%, and 7.3% for FLUXNET datasets. Fig. R4 shows that for SURFRAD dataset, 491 

the MAE in Scenario #2 is the smallest, then followed by Scenario #1 and Scenario 492 

#3. For FLUXNET dataset, the order of MAE in each scenario is: Scenario #3 > 493 

Scenario #2 > Scenario #1. For both two datasets, the bias in Scenario #2 is slightly 494 

lower than zero, and the biases in Scenarios #1 and #3 are larger than zero. We should 495 

note that although the performances of IADTC framework in Scenarios #1 and #3 are 496 

not good as the performance in Scenario #2, the IADTC framework stills performs 497 

better than the OADTC framework in Scenarios #1 and #3 (refer to Fig. 6 and Fig. B1 498 

in the manuscript).  499 

We have added the descriptions of the percentage of each scenario for 500 

SURFRAD and FLUXNET sites. Please refer to Line 321-323 and Line 345-347, 501 

which were given as follows for your convenience. In Fig. B1 in the Appendix 502 

section, the MAEs under scenarios #1 and #3 were also provided for reader’s 503 
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convenience.  504 

Line 321-323: 505 

{The proportion of three scenarios were 0.2%, 95.0%, and 4.8%, respectively. In 506 

Scenarios #1 and #3 under which the accuracies were improved compared with the 507 

OADTC framework, the IADTC framework improves the MAE of estimated Tdm by 508 

around 0.45 K (from 2.80 K to 2.35 K, see Fig. B1a).} 509 

Line 345-347: 510 

{The proportion of each scenario is 10.2%, 82.5%, and 7.3%, respectively. 511 

Compared with the OADTC framework, in Scenarios #1 and #3 (the proportion is 512 

17.4%) under which the accuracies are considerably improved, IADTC framework 513 

improved the MAE of the estimated Tdm by around 0.78 K (from 1.95 K to 1.17 K, 514 

refer to Fig. B1b).} 515 

 516 

Table R4. The count and percentage of each scenario for the SURFRAD and 517 

FLUXNET datasets.  518 

  Scenario #1 Scenario #2 Scenario #3 

SURFRAD 
Count 84 40820 2076 

Percentage 0.2% 95.0% 4.8% 

FLUXNET 
Count 19724 161095 14333 

Percentage 10.2% 82.5% 7.3% 

 519 
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 520 

Fig. R4. Boxplot of errors of Tdm_IADTC for each scenario. (a) and (b) display the 521 

boxplot of mean absolute error (MAE) and bias based on SURFRAD dataset, 522 

respectively; and (c) and (d) display are the same as (a) and (b), but for FLUXNET 523 

dataset.  524 

 525 

Comment #9 526 

Line 360, Fig.8, combines data from the two networks. 527 

Authors’ reply: 528 

Thank you for your comment. This reply is related to Comment #3. We have 529 

added the figures showing the validation results using the combined data from the two 530 

networks in the revised Fig. 8.  531 

 532 

Comment #10 533 

Line 373, how to prove the large errors at these sites are related to the high spatial 534 

heterogeneity 535 

Authors’ reply: 536 

Thank you for your comment. We need to clarify that spatial heterogeneity is one 537 

of the many possible reasons for causing large errors. Other factors, such as spatial 538 
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representativeness and erroneous observations can also cause large errors. In 539 

Comment #2, the validation results at SURFRAD sites show that the errors could be 540 

large in the homogeneous sites, for example, the DRA site.  541 

For the AU-Wac, CH-Fru, SJ-Adv, and US-Orv sites which have the top 4 largest 542 

RMSE (≥ 8.0 K) among the selected 126 FLUXNET sites, we have checked their 543 

google earth image within the 0.5 × 0.5 degree and found that their observation field 544 

is quite different from their located 0.5-degree grids (Fig. R5). Therefore, we 545 

speculate that the larger errors at these sites are related to the high spatial 546 

heterogeneity. We clarified this point in Line 375-378, which was given as follows for 547 

your convenience.  548 

Line 375-378:  549 

{The relatively larger errors at several FLUXNET sites (e.g., AU-Wac, SJ-Adv, 550 

and CH-Fru sites, with MAEs larger than 8.0 K; refer to the red ellipse in Fig. 2e) 551 

partly account for the lower accuracy. The relatively large errors at these sites might 552 

be related to the erroneous in situ measurements as well as the high spatial 553 

heterogeneity around these sites.} 554 

 555 



 26 / 42 

 556 

Fig. R5. The google earth images for the AU-Wac (a), CH-Fru (b), SJ-Adv (c), and 557 

US-Orv (d) sites. The image boundary is around 0.5 by 0.5 degree.  558 

 559 
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V. RESPONSES TO REVIEWER #3 560 

Comment #1 561 

spatiotemporally seamless land surface temperature at daily, monthly, and yearly 562 

scales are important for LST-related researches. This study presents a meaningful 563 

study with the use of MODIS LST product and reanalysis data to generate the mean 564 

LST value at different scales. It was well organized and the results were with good 565 

accuracy. Overall, the manuscript can be accepted with minor revision: 566 

Authors’ reply: 567 

Thanks for your appreciation. The point-to-point responses are given as follows.  568 

 569 

Comment #2 570 

There are many other reanalysis data available and why you choose the MERRA2 571 

dataset? What is advantage of this dataset? 572 

Authors’ reply: 573 

Thanks for your comment. We agree with you that there are many other 574 

reanalysis data, such as ERA-land (Muñoz-Sabater et al., 2021), GLDAS (Rodell et 575 

al., 2004), JRA-55 (Kobayashi et al., 2015), and NCEP (Kalnay et al., 1996) 576 

reanalysis datasets. We chose MERRA2 dataset because it can provide global hourly 577 

air temperature. The MERRA2 air temperature can provide the annual air temperature 578 

variation pattern to simulate LST fluctuations induced by synoptic conditions. This 579 

information is used in the ATC model to reconstruct the under-cloud LSTs at four 580 

overpassing times. Other reanalysis datasets can replace the MERRA2 dataset if they 581 

could provide similar information.  582 

 583 

Comment #3 584 

The key steps are suggested to be clarified in in figure 2. The pre-processing is not 585 

included in this flowchart. 586 

Authors’ reply: 587 

Thanks for your comment. We have added the preprocessing steps which include 588 

unifying the projection system and resampling the datasets to the same spatial 589 

resolution in the flowchart. The revised flowchart is given as follows for your 590 

convenience.  591 
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 592 

 593 

Fig. 5. Flowchart of the IADTC framework. DTRfour refers to diurnal 594 

temperature range (DTR) calculated as the maximum minus the minimum from 595 

the gap-free LSTs at the four overpassing times; DTRDTC refers to the DTR 596 

calculated from the hourly LSTs modelled with the DTC model. ΔDTR refers to 597 

the absolute difference between DTRfour and DTRDTC.  598 

 599 

Comment #4 600 

175: A basic equation of the single-type and multi-type model is better to be provided 601 

here. 602 

Comment #5 603 

Figure 3: multi-type ATC models are identical? Why there is no differences? It will be 604 
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a little confused on the naming of the ATC models for single or multi-type model and 605 

single or double-sinusoidal ATC model? 606 

Authors’ reply: 607 

Thanks for your comment. Comments #4 and #5 are both related to descriptions 608 

of ATC model, so we combine the response. We agree with you that some of the ATC 609 

model descriptions are redundant and could be misleading.  610 

We summarized the basic equation of ATC model as Eq. R1. For the single-type 611 

ATC model, M equals 1 for the global application, i.e., the single-sinusoidal version 612 

was applied to the global scale. As for the multi-type ATC model, the value of M is 613 

different at different latitude zones. In low-latitude (23.5° N – 23.5° S) and high-614 

latitude regions (66.5° N/S – 90° N/S), M equals 2, i.e., the double-sinusoidal version 615 

was applied to these regions. In mid-latitude regions (23.5° N/S – 66.5° N/S), M 616 

equals 1, i.e., single-sinusoidal version was used.  617 

To address your question about the identical results between the single-type and 618 

multi-type ATC models, the results of single-type and multi-type ATC models are 619 

identical in mid-latitude region because they both use the single-sinusoidal version (M 620 

= 1). Therefore, the results in Fig. 3b are identical. While the results of single-type 621 

and multi-type ATC models are different in low-latitude and high-latitude regions 622 

(Fig. 3a & Fig. 3c) because the single-type ATC model still uses the single-sinusoidal 623 

version (M =1) while the multi-type ATC model use the double-sinusoidal version (M 624 

= 2).  625 

{
 

 𝑇ATCM(𝑑) = 𝑇0 +∑ 𝐴m 𝑠𝑖𝑛 (
2𝜋𝑚𝑑

𝑁
+ 𝜃m)

𝑀
𝑚=1 + 𝑘 ⋅ 𝛥𝑇air(𝑑)

𝛥𝑇air(𝑑) = 𝑇air(𝑑) − 𝑇ATCO(𝑑)

𝑇ATCO(𝑑) = 𝑇0
′ + ∑ 𝐴m

′ 𝑠𝑖𝑛 (
2𝜋𝑚𝑑

𝑁
+ 𝜃m

′ )𝑛
𝑚=1

 Eq. R1 626 

where TATCM(d) denotes the daily LST variations simulated with the ATC model; M is 627 

the number of used harmonic components; d and N are the day of year (DOY) and 628 

number of days in a year, respectively; ΔTair(d) is the difference between the daily 629 

SATs (i.e., Tair(d), obtained from MERRA2 reanalysis data) and the modelled air 630 

temperatures with the original ATC model (TATCO(d)); and T0, Am, θm, and k are the 631 

parameters that need to be solved with the cloud-free daily LSTs and SATs, usually 632 

through the least-square method.  633 

To reduce the redundancy and clarify the description, we have revised Section 634 

3.1.2. The revised version is given as follows for your convenience.  635 
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 636 

3.1.2 Under-cloud LST reconstruction with multi-type ATC model 637 

The general formula of ATC model is displayed in Eq. 2. The single-type ATC model 638 

in the OADTC framework uses a single sinusoidal function (M = 1 in Eq. 2) to model 639 

the intra-annual LST variations driven by solar radiation change and incorporates 640 

surface air temperatures to help simulate the LST fluctuations induced by synoptic 641 

conditions (Zou et al., 2018; Liu et al., 2019b). The use of a single sinusoidal function 642 

is generally acceptable for mid-latitude regions. However, a single sinusoidal is no 643 

longer suitable for low-latitude because there are two solar radiation peaks within a 644 

yearly cycle over low-latitude regions (Xing et al., 2020; Bechtel, 2015; Cao and 645 

Sanchez-Azofeifa, 2017); it is also inadequate for high-latitude regions where polar 646 

days and nights occur (Østby et al., 2014; Liu et al., 2019; Westermann et al., 2012). 647 

Therefore, the use of the single-type ATC model in the OADTC framework is less 648 

suitable to generate Tdm at the global scale (Fig. 6). To overcome this limitation, the 649 

IADTC framework uses different versions of ATC model (termed the multi-type ATC 650 

model) to reconstruct under-cloud LSTs over the low-, mid-, and high-latitude 651 

regions, respectively. The details are given as follows: 652 

(1) Low-latitude regions (23.5° N – 23.5° S) 653 

The solar radiation possesses two peaks within a yearly cycle over low-latitude 654 

regions (Fig. 6a). We therefore employed the ATC model with two sinusoidal 655 

functions (M = 2 in Eq. 2) to reconstruct the daily LST dynamics within an annual 656 

cycle (Liu et al., 2019b; Xing et al., 2020).  657 

(2) Mid-latitude regions (23.5° N/S – 66.5° N/S) 658 

The solar radiation peaks once in summer during an annual cycle. We therefore 659 

employed the ATC model with single-sinusoidal function (M = 1 in Eq. 2) to 660 

reconstruct the daily LST dynamics (Fig. 6b).  661 

(3) High-latitude regions (66.5° N/S – 90° N/S) 662 

The polar day/night phenomena occur over high-latitude regions and the duration 663 

increases with the latitude. Theoretically, over these regions, the ATC model with 664 

multiple sinusoidal functions should be the best choice. However, the number of 665 

cloud-free MODIS observations is limited, and additional model complexity can lead 666 

to over-fitting and weaken the generalization ability of the ATC model (Liu et al., 667 

2019b). To balance model accuracy and generalization ability, the ATC model with 668 
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two sinusoidal functions was selected for high-latitude regions (see Fig. 6c).  669 

 

{
 
 

 
 𝑇ATCM(𝑑) = 𝑇0+ ∑ 𝐴m 𝑠𝑖𝑛 (

2𝜋𝑚𝑑

𝑁
+𝜃m)

𝑀
𝑚=1 +𝑘 ⋅ 𝛥𝑇air(𝑑)

𝛥𝑇air(𝑑) = 𝑇air(𝑑)−𝑇ATCO(𝑑)

𝑇ATCO(𝑑) = 𝑇0
′ + ∑ 𝐴m

′ 𝑠𝑖𝑛 (2𝜋𝑚𝑑
𝑁
+𝜃m

′
)𝑀

𝑚=1

 (2) 670 

where TATCM(d) denotes the daily LST variations simulated with the ATC model; M is 671 

the number of used harmonic components; d and N are the day of year (DOY) and 672 

number of days in a year, respectively; ΔTair(d) is the difference between the daily 673 

SATs (i.e., Tair(d), obtained from MERRA2 reanalysis data) and the modelled air 674 

temperatures with the original ATC model (TATCO(d)); and T0, Am, θm, and k are the 675 

parameters that need to be solved with the cloud-free daily LSTs and SATs, usually 676 

through the least-square method. 677 

 678 



 32 / 42 

 679 

Fig. 6. Comparison of reconstructing under-cloud LSTs with multi-type and 680 

single-type ATC models at different latitudes. (a), (b), and (c) show three 681 

examples of ATC modelling at low-, mid-, and high-latitudes for cloud-free 682 

Terra-day LST in 2019. The green circles, blue lines, and red lines denote the 683 

cloud-free observations and LSTs simulated by the single- and multi-type ATC 684 

models, respectively. Note that for (b) the results of the single- and multi-type 685 

ATC models are identical since they both use the ATC model with single-686 

sinusoidal function. 687 

 688 

Comment #6 689 

Section 3.1.3: I think it should be the interpolation of the missing LSTs but not 690 
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overpassing times. 691 

Authors’ reply: 692 

Thanks for your comment. Section 3.1.2 is the under-cloud LST reconstruction 693 

and Section 3.1.3 is the interpolation of overpassing time. The interpolation of 694 

overpassing time is required because, in the original MODIS LST products 695 

(MOD11C1 and MYD11C1), not only the cloud contaminated LSTs are missing, but 696 

also the overpassing time of the cloud contaminated pixel. Because the overpassing 697 

time is synchronically masked with the cloud contaminated LST. The overpassing 698 

time is the required input variable in the DTC model, and the missing overpassing 699 

time cannot drive the DTC model. Therefore, we used linear interpolation to 700 

reconstruct the missing overpassing time, which is the content of Section 3.1.3.  701 

 702 

Comment #7 703 

Actually, the DTC model should be not applied to get the DTCdm when there are 704 

cloud-cover observations. 705 

Authors’ reply: 706 

Thanks for your comment. Although the current DTC model is designed for the 707 

clear-sky condition, it can be applied to estimate daily mean LST (Tdm) with 708 

acceptable accuracy. This has been validated by our previous study (Hong et al., 709 

2021). We acknowledge that under cloudy conditions, the DTC-modelled diurnal LST 710 

dynamics (blue and red lines in Fig. R6) could have significant deviations compared 711 

with the actual diurnal LST dynamics (black line in Fig. R6). However, the 712 

aggregated Tdm can still achieve satisfactory accuracy (Hong et al., 2021) because: (1) 713 

the positive and negative biases of the modelled diurnal LST dynamic were partly 714 

offset when calculating the daily mean LST; (2) under cloudy condition, the diurnal 715 

LST variation is relatively mild, which can also reduce the daily mean LST estimation 716 

error to some degree.  717 

In this paper, we also validated the accuracy of Tdm estimated with the DTC 718 

model. For the SURFRAD datasets, the MAEs of estimated Tdm at the daily and 719 

monthly scales are 1.4 K and 0.6 K, respectively (Fig. 6). For the FLUXNET datasets, 720 

the MAEs of Tdm are 1.1 K and 0.5 K at the daily and monthly scales, respectively 721 

(Fig. 7). The validation results show that the DTC model can be applied to estimate 722 

daily mean LST under cloudy conditions.  723 
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 724 

 725 

Fig. R6. Screenshot of Fig. 12 in Hong et al. (2021).  726 

 727 

Comment #8 728 

Besides the direct validation of the estimated mean values at different temporal scales, 729 

there is a lack of the evaluation of the reliability of the trend detection based on the 730 

generated dataset. How about the performance of the dataset on identifying the area 731 

with significant trends. 732 

Authors’ reply: 733 
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Thanks for your comment. To evaluate the reliability of the LST trend based on 734 

the generated daily mean LST, ground truth is required. The LST trend calculated 735 

based on the in situ measurement is sensitive to the local climate variation, and there 736 

is a scale mismatch between the site-level LST trend and pixel-level LST trend. 737 

Therefore, the LST trend based on the in situ measurement might not be 738 

representative to evaluate the LST trend based on the generated daily mean LST 739 

dataset.  740 

Acquiring the ground truth to validate the generated daily mean LST product 741 

could be costly and complicated. Consequently, to evaluate the reliability of the LST 742 

trend detection based on the generated GADTC dataset, we compare the LST trend 743 

based on generated GADTC products with other studies. We found that the LST trend 744 

detected based on the generated GADTC products (Fig. 10) is similar to the previous 745 

studies conducted by Sobrino et al. (2020) (Fig. R7) and Mao et al. (2017) (Fig. R8). 746 

Additionally, we provided the LST anomalies from 2003 to 2019 of each continent 747 

and global scale (Fig. R9). Fig. 10 and Fig. R9 both confirm the significant trends in 748 

certain areas, such as the warming and Europe and Arctic.  749 

 750 

 751 

Fig. R7. Screenshot of Figure 4 in Sobrino et al. (2020) describing the global LST 752 
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trend.  753 

 754 

 755 

Fig. R8. Screenshot of Figure 5 in Mao et al. (2017) describing the global LST trend.  756 

 757 
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 758 

Fig. R9 LST anomalies as well as the associated linear regressions for Tdm_cloud_free and 759 

Tdm_IADTC from 2003 to 2019. (a) displays the global LST anomalies; and (b) to (h) 760 

display the LST anomalies for each continent.  761 

 762 

Comment #9 763 

The threshold determination for the two criteria in Fig. 2 is a little objective. I think 764 

the determination can be automatically determined according to the differences 765 

between the average value from four observations and the fitted values. 766 

Authors’ reply: 767 
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Thanks for your comment. Actually, we tried automatically determining the 768 

threshold according to the average value from four observations (i.e., Tdm_ATC_four) and 769 

the DTC-fitted values (i.e., Tdm_ATC_DTC) when constructing the IADTC framework. 770 

We found it hard to design a concise rule to automatically differentiate different 771 

scenarios based on the difference between Tdm_ATC_four and Tdm_ATC_DTC. Therefore, we 772 

remain choosing to use the fixed threshold.  773 

We agree with you that there are other strategies to determine the thresholds. 774 

Those strategies might achieve better accuracies. However, our current validation 775 

results show that simply using the fixed threshold can already achieve satisfactory 776 

accuracy.  777 

 778 

Comment #10 779 

The LSTs of cloud cover pixels are generated with the reanalysis data at coarse-780 

resolution. Currently, there are some other reconstruction methods without the use of 781 

the reanalysis data. How about the applicability of these methods in this study. 782 

Authors’ reply: 783 

Thanks for your comment. The role of ATC model is to reconstruct the under-784 

cloud LST with the assistance of reanalysis data. There are some other reconstruction 785 

methods without using the reanalysis data, such as statistical interpolation, 786 

spatiotemporal fusion, and passive microwave-based method (Wu et al., 2021; Hong 787 

et al., 2021). Additionally, previous studies have produced seamless LST datasets 788 

(Zhang et al., 2022; Zhao et al., 2020). These methods or products can replace the 789 

ATC model in our Tdm generation framework. We have clarified this point in Line 790 

547-551, which was given as follows for your convenience.  791 

Line 547-551: 792 

{Third, other high-efficient under-cloud LST reconstruction methods, such as 793 

statistical interpolation, spatiotemporal fusion, and passive microwave-based method 794 

(Wu et al., 2021; Hong et al., 2021), or the generated under-cloud LST products 795 

(Zhang et al., 2022; Zhao et al., 2020), can replace the ATC model in the Tdm 796 

generation framework. Similarly, more efficient diurnal LST dynamics modelling 797 

methods can also replace the DTC model (Jia et al., 2022).} 798 

 799 
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Comment #11 800 

The dataset produced in this study has the resolution of 0.5 degree. However, to some 801 

extent, the LST product at 1-km and higher resolution will be useful. What is the key 802 

issue should be addressed at this high-resolution level. 803 

Authors’ reply: 804 

Thanks for your comment. We agree with you that 1-km or higher resolution 805 

LST products are useful and valuable. Our IADTC framework can be directly applied 806 

to the 1-km MODIS LST to generate Tdm in a small region. Our previous study 807 

provides the example of generating 1-km Tdm in Shanghai using the OADTC 808 

framework. It can also be generated using the IADTC framework. You can refer to 809 

Fig. S1 in (Hong et al., 2021) for more details.  810 

While for generating long-term and large-scale 1-km resolution LST product, 811 

calculation efficiency and computation complexity is the key issue. The tons of DTC 812 

model fitting using the least-square fitting cover the majority of running time. In the 813 

future perspective section, we mentioned three possible ways to reduce the 814 

computation complexity and improve the calculation efficiency. The first is to use the 815 

similarity of the ATC and DTC model parameters among neighboring pixels to reduce 816 

the computation complexity. The second is to combine statistical or empirical 817 

estimation strategies to reduce the times of least-square fitting and improve 818 

computational efficiency. The third is to use other high-efficient methods to replace 819 

the ATC or DTC model in the Tdm generation framework. We have provided 820 

elaborated descriptions about this point in Line 530-551, which were given as follows 821 

for your convenience.  822 

{(2) Rapid generation of high-resolution spatiotemporally seamless Tdm product: 823 

Considering the limited computing resource as well as the aim of this study to obtain 824 

the spatial distribution of ΔTsb and LST trends on a global scale, the spatiotemporally 825 

seamless daily Tdm were generated at a spatial resolution of 0.5 degree. However, 826 

current IADTC framework is equally suitable to generate spatiotemporally seamless 827 

daily 1-km Tdm. For local-scale studies, the IADTC framework can probably be 828 

applied directly. While for large-scale (continent-scale or even global-scale) studies or 829 

applications, the generation of 1-km spatiotemporally seamless daily Tdm could be 830 

computationally unaffordable. Under this circumstance, apart from using as many 831 

computation resources as possible, we can resort to three strategies to substantially 832 
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reduce computational complexity.  833 

First, the similarity of the ATC and DTC model parameters among neighboring 834 

pixels can be utilized to accelerate the calculation speed considerably (Hong et al., 835 

2021; Hu et al., 2020; Zhan et al., 2016). Second, the physically-based IADTC 836 

framework can also be integrated with some statistical or empirical estimation 837 

strategies (both on Tdm and on ΔTsb) to help improving the computational efficiency 838 

(Xing et al., 2021). This is reasonable as ΔTsb (and Tdm) is generally related to local 839 

surface properties (Error! Reference source not found. and Fig. 3). For example, for 840 

large-scale or global high-resolution generation of spatiotemporally seamless daily 1-841 

km Tdm, the IADTC framework can be run in some chosen sample regions to obtain 842 

adequate training samples of Tdm (or ΔTsb). Based on these samples, statistical 843 

relationships between Tdm (ΔTsb) and the related variables such as the four daily LSTs, 844 

latitude, land cover type, elevation, and cloud percentage can be obtained to help 845 

estimate the Tdm (ΔTsb) across the globe efficiently. Furthermore, the training samples 846 

of Tdm (ΔTsb) can also be from geostationary satellite data, which can help reduce the 847 

computational complexity of the DTC modelling. Third, other high-efficient under-848 

cloud LST reconstruction methods, such as statistical interpolation, spatiotemporal 849 

fusion, and passive microwave-based method (Wu et al., 2021; Hong et al., 2021), or 850 

the generated under-cloud LST products (Zhang et al., 2022; Zhao et al., 2020), can 851 

replace the ATC model in the Tdm generation framework. Similarly, more efficient 852 

diurnal LST dynamics modelling methods can also replace the DTC model (Jia et al., 853 

2022).} 854 

 855 

 856 
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