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Abstract. Tropospheric water vapor is one of the most important trace gases of the Earth’s climate system and its temporal and

spatial distribution is critical for the genesis of clouds and precipitation. Due to the pronounced dynamics of the atmosphere

and the non-linear relation of air temperature and saturated vapor pressure, it is highly variable which hampers the development

of high resolution and three-dimensional maps of regional extent. With their complementary high temporal and spatial resolu-

tions, GNSS meteorology and interferometric synthetic aperture radar (InSAR) satellite remote sensing, represent a significant5

alternative to generally sparsely distributed radio sounding observations. In addition, data fusion with collocation and tomo-

graphical methods enables the construction of detailed maps in either two or three dimensions. Finally, by assimilation of these

observation derived datasets with dynamical regional atmospheric models, tropospheric water vapor fields can be determined

with high spatial and continuous temporal resolution. In the following, a collection of basic and processed datasets, obtained

with the above listed methods, is presented that describes the state and course of atmospheric water vapor for the extent of the10

GNSS Upper Rhine Graben Network (GURN) region. The dataset contains hourly 2D fields of integrated water vapor (IWV)

and 3D fields of water vapor density (WVD) for four multi-week, variable season periods between April 2016 and October

2018 at a spatial resolution of (2.1 km)2. Zenith total delay (ZTD) from GNSS and collocation, and refractivities are provided

as intermediate products. InSAR (Sentinel-1A/B) derived double differential slant total delay phases (ddSTDP) and GNSS

based ZTD are available for March 2015 to July 2019. The validation of data assimilation with 5 independent GNSS stations15

for IWV shows improving Kling-Gupta efficiency (KGE) scores for all seasons, most notably for summer with collocation data

assimilation (KGE=0.92) versus the open cycle simulation (KGE=0.69).
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1 Introduction

The atmosphere of the Earth contains only up to 4% water vapor by volume or 25 mm global mean water equivalent. Still,

atmospheric vapor is a highly effective greenhouse gas that is directly intertwined with global climate change (Stevens and20

Bony, 2013) and its implications for natural disasters such as floods, droughts, deluge or glacier melting. As a vital component

of the hydrological cycle, water vapor represents a major driver for the generation and spatio-temporal distribution of clouds

and precipitation. Vertically integrated water vapor exhibits high variability of up to 0.5 mm within a few kilometers range and

sub-hourly intervals (Vogelmann et al., 2015; Steinke et al., 2015). The continuous, extensive quantification of water vapor

remains a challenge: while regional atmospheric models enable the simulation of the distribution of hydrometeorological25

variables in space and time at high resolution (Steinke et al., 2019; Giorgi, 2019), their skill is often limited by insufficient

initial conditions or inadequate parametrizations of subgrid processes (Prein et al., 2015).

Water vapor is principally regarded as a source of noise in geodesy and remote sensing applications. The humidity of the

Earth’s atmosphere induces delays and distortions of high temporal and spatial fluctuations in microwave signals, which cannot

be eliminated by multi-frequency measurements and have to be quantified during the data processing. Thus, observations of30

Global Navigation Satellite Systems (GNSS) and Interferometric Synthetic Aperture Radar (InSAR) provide valuable contri-

butions (GNSS: high temporal resolution; InSAR: high spatial resolution) for reconstructing the integrated water vapor (IWV)

along the path from the satellites to the observation site on the Earth’s surface (Bevis et al., 1992; Hanssen, 2001). Interpola-

tion and approximation techniques like, e.g., least-squares collocation or kriging enable a sophisticated fusion of GNSS and

InSAR products. In addition, the tomography-based evaluation of these data even allows generating three-dimensional fields35

of the water vapor distribution in space and time. Combining high temporal GNSS measurements with satellite products with

low temporal but high spatial resolutions is obvious. Furumoto et al. (2003) applied GNSS water vapor measurements with

radio acoustic soundings to improve water vapor profiles. Lindenbergh et al. (2008) combined Medium Resolution Imaging

Spectrometer (MERIS) satellite data with GNSS data based on kriging techniques and Leontiev and Reuveni (2018) used cloud

fractions derived from Meteosat-10 to improve GNSS IWV interpolation. The assimilation of GNSS measurements in atmo-40

spheric models to reduce uncertainties of water vapor simulations is another promising approach which is widely used (see

Wagner et al., 2022, for a compilation) and also the assimilation of InSAR derived water vapor data can improve the spatial

skill of precipitation forecasts (Mateus et al., 2021). Although the combination of individual observational product types with

atmospheric modeling is common, the rigorous fusion of multiple data sources with the latter has not been documented to our

knowledge so far.45

Therefore, we present here the interdisciplinary, high resolution dataset of Fersch et al. (2021) of tropospheric water vapor

and associated variables that incorporates all of the above mentioned methods, i.e. GNSS, InSAR, and regional atmospheric

modeling, to provide a best guess of tropospheric water vapor for the transborder Upper Rhine Graben region of Germany,

Switzerland, and France where an extensive GNSS observation network is located (Fig. 1). We aim at combining the advan-

tages of the respective methods and approaches, compare the respective results and create new improved datasets. In order50

to highlight the advantages and drawbacks of each approach and to elucidate the importance of comparing and combining
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Figure 1. Study area location and extent. WRF domain (650 x 670 km) and evaluation area (440 x 460 km, green area) with 56 GNSS stations

for assimilation and tomography (blue squares), 5 GNSS stations for validation (cyan), 245 synop stations (black points) and the radiosonde

station Idar-Oberstein (magenta). The red InSAR domain marks the core region where all datasets are available.

different methods and disciplines, a brief introduction about methods and terminologies used by the different disciplines is

provided in Chapter 2. Chapter 3 describes in detail the dataset and its creation process. Subsequently, we evaluate the dataset

with independent observations in Chapter 4. The abbreviations and acronyms used in the text are summarized in Table B of the

Appendix.55

2 Methods of tropospheric water vapor determination

As tropospheric water vapor concentrations are highly changeable with space and time, the techniques for their assessment

need to be likewise precise. The common observational methods are usually good in certain aspects but come also with crucial

drawbacks. Radio sounding with balloon sondes, for example, provides measurements of pressure, temperature, wind, and

humidity at high vertical resolution. However, due to the effort of assembling the device and because of the sparse density of60

release stations, the spatial distribution of such measurements allows only for local or large scale applications, such as airfield

control or numerical weather prediction. Other methods like, e.g., satellite remote sensing, allow for higher spatial resolution,
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but at the cost of vertical integration or reduced temporal resolution. Obviously, the combination of different observation

methods depicts a way to overcome the limitations of the individual techniques. Similarly, with data assimilation, dynamical

atmospheric downscaling can provide a best guess of the tropospheric water vapor with high temporal and spatial resolution.65

In the following, also to make readers familiar with the terminologies used by the different disciplines, we provide a brief

overview of the respective methods for tropospheric water vapor observation and modeling and highlight also how the strengths

of the different data sources can be combined into something more valuable.

2.1 Observation

2.1.1 Local profiles70

Local profiles of tropospheric water vapor conditions can be obtained with radio sondes, ground-based radiometry, or laser

techniques. According to Rocken et al. (2004), the global radiosonde network has about 850 stations with at least two releases

per day. With inter-station displacements of several hundreds of kilometers, the measurements do not qualify for the determina-

tion of local high resolution tropospheric water vapor fields but are valuable for the validation of other observation techniques

(e.g., Divakarla et al., 2006; Reale et al., 2008; Jin et al., 2011) or used in combination with satellite observations on the global75

scale (e.g., Randel et al., 1996; Shi et al., 2016). Ground-based microwave radiometers and infrared spectrometers provide

tropospheric profiles of temperature and humidity for direct and slanted paths but require the application of complex retrieval

algorithms. According to Löhnert et al. (2009), accuracies for humidity can be as good as 0.25 – 0.5 g m-3 during clear sky

conditions but the method is limited if clouds are present. For complex terrain, Massaro et al. (2015) found that within the

boundary layer, detailed humidity profiles cannot be derived. Nevertheless, with accuracies below 1 kg m-2 the method suits80

well for vertical integrals of water vapor (Almansa et al., 2020) but the measurements are mostly restricted to the lower tro-

posphere (Feltz et al., 2003; Pospichal and Crewell, 2007; Fersch et al., 2020).The light detection and ranging (lidar) method

(e.g., Klanner et al., 2021) is a further way to obtain high resolution water vapor profiles with high accuracies. The complexity

of ground based radiometers and lidar systems has so far prevented the realization of such kind of networks meaning that no

observations of tropospheric water vapor profiles are available at the kilometer to sub-kilometer resolution.85

2.1.2 GNSS derived tropospheric variables

The ground-based Global Navigation Satellite Systems (GNSS) technique for the monitoring of atmospheric water vapor

was implemented in the early 1990s (Bevis et al., 1992). The GNSS signals received at the Earth’s surface are delayed by

atmospheric refraction. The delay depends on the atmospheric state and can be transformed with mapping functions from slant

to vertical paths so that zenith total delay (ZTD) is obtained. ZTD can be decomposed into zenith hydrostatic (or dry) delay90

(ZHD) and zenith wet delay (ZWD). ZHD can be precisely modeled with the measured surface pressure Ps (Saastamoinen,

1972; Davis et al., 1985). ZWD is the difference of ZTD and ZHD, and because of its relation with atmospheric water vapor,

it can be converted to IWV utilizing the atmospheric weighted mean temperature Tm (Bevis et al., 1994).
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With tens of thousands of stations worldwide, the ground-based GNSS technique provides valuable information about the

water vapor variability. With key advantages of all-weather operability, high accuracy, high temporal resolution, and wide95

distribution over lands (Jones et al., 2019), GNSS tropospheric estimates became an important data source for meteorological

and climatological applications. For example, it is being used to observe the water vapor variability during extreme weather

events (e.g., Zhu et al., 2020). In addition, long-term time series of IWV derived by ground-based GNSS contain valuable

information about the water vapor feedback effect due to climate change (e.g., Alshawaf et al., 2018; Yuan et al., 2021).

The accuracy of the IWV retrievals is limited by the uncertainty of the ZTD estimates as well as the availability and quality100

of Ps and Tm observations at the GNSS stations. Ideally, Ps and Tm can be accurately measured by synoptic barometers and

co-located radiosondes, respectively. In this case, the uncertainty of GNSS-derived IWV can reach 0.6 kg m-2 (Ning et al.,

2016). However, not every GNSS station is equipped with a barometer and only few stations are co-located with radiosondes.

Hence, accurate Ps and Tm obtained from atmospheric reanalyses or numerical weather predictions (NWP) have been used in

the retrieval of GNSS IWV (e.g., Wang et al., 2005).105

2.1.3 InSAR derived tropospheric variables

Similar to the propagation delay measured with GNSS, the radar signal of the Synthetic Aperture Radar (SAR) satellites

experiences a phase delay due to water vapor in the atmosphere (Hanssen, 2001, chap. 3.4). Interferometric analysis of two or

more SAR acquisitions of the same area reveals the difference of integrated phase delay between these acquisition times along

the SAR line of sight (LOS), i.e. along the travel path between the sensor and the observation point on the ground (Heublein,110

2019).

SAR satellites are usually deployed at sun-synchronous low earth orbits. SAR-instruments are side looking, imaging in

slant direction with usual incidence angles between 18°–50°. The integrated delays are therefore observed along a slant ray,

corresponding to the LOS. A main issue of using InSAR data over long periods is the decorrelation of the signal, as soon

as the backscatter characteristics of the ground begin to change over time. Therefore, only long-term stable points, so called115

Persistent Scatterers (PS) are used (Hooper et al., 2007; Ferretti et al., 2001). Naturally, PS points are irregularly distributed

with high PS density in urban areas and sparse PS occurrence in rural and vegetated areas.

Whereas the benefit of InSAR-derived zenith delays is the high spatial resolution , large scale regional trends and the absolute

datum are less reliable and prone to errors due to the differential nature of the interferometric measurement, but also due to

additional signal components like crustal tides, tidal loading and residual orbital errors which cause long wavelength signals.120

Thus, further knowledge or external data needs to be introduced as additional constraint to solve the datum defect and adjust

spatial trends, i.e. the signal component with long wavelengths of the estimated IWV.

2.2 Numerical atmospheric modeling and data assimilation

The performance of numerical weather prediction (NWP) and climate models typically goes in line with the accuracy of

the simulated tropospheric and in particular the planetary boundary layer (PBL) water vapor fields (Gallus and Segal, 2001;125

Jochum et al., 2004; Kunz et al., 2014; Jiang et al., 2020). All of the global circulation models that are employed for operational
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forecasting or retrospective analyses (reanalyes), ingest vast amounts of atmospheric water vapor observations, mostly based

on satellite remote sensing. The benefits of this practice are well proven, e.g, for the Integrated Forecasting System (IFS) of

the European Centre for Medium-Range Weather Forecasts (ECMWF, Andersson et al., 2007) or the ERA-Interim reanalysis

of ECMWF (Dee et al., 2011). While the global operational NWPs develop towards convection resolving resolutions (~13 km130

for the Global Forecasting System GFS, (Zhou et al., 2019) and ~9 km for ECMWF’s IFS), the global reanalyses stay a bit

behind with resolutions of up to ~30 km for ECMWF’s ERA5. A further increase in spatial resolution can be achieved with

limited area models (LAM) that perform a downscaling for subregions of the global models. Typically, LAMs exhibit more

detailed process descriptions as, for example, with a non-hydrostatic formulation of vertical motion, the consideration of air

compressibility, or accoustic-gravity waves. The quantiative performance of LAMs depends on the quality of initial state and135

on time-varying boundary conditions.

The incorporation of additional water vapor information even on a smaller scale is possible through data assimilation. The

positive impact of the assimilation of InSAR data (Pichelli et al., 2014; Mateus et al., 2016, 2021) and GNSS stations (Pondeca

and Zou, 2001; Poli et al., 2008; Boniface et al., 2009; González et al., 2013; Lindskog et al., 2017; Giannaros et al., 2020) is

shown for numerous studies and regions. Variational data assimilation schemes merge atmospheric models and observations140

while considering their respective error statistics by iteratively minimizing a cost function. For further information we refer to

Ide et al. (1999), Barker et al. (2003), and Barker et al. (2004).

2.3 Data fusion

Each of the above discussed techniques for atmospheric water vapor estimation has specific strengths and weaknesses. The

fusion of different data products and modeling approaches allows to exploit the complementing characteristics, so that the145

tropospheric water vapor estimation becomes more accurate, reliable and robust.

2.3.1 Fusion of GNSS and InSAR

Although the atmosphere affects GNSS and InSAR similarly, their tropospheric products have differing characteristics, mostly

because of their different geometric setting and due to the fact that GNSS relies on sparse, though high-precise 3D point

determination on ground, while PSI relies on opportunistic, appearance based but less accurate point scatterer detection. On the150

one hand, the most typical GNSS tropospheric product is the ZTD, an absolute measurement (at meter level), which represents

the integral of the refractivity in the zenith direction, provided at cm level accuracy nowadays (Teunissen and Montenbruck,

2017). The ZTDs are provided with a high temporal resolution such as hourly or even every 5 minutes. However, the spatial

resolution is relatively low depending on the density of GNSS networks. On the other hand, InSAR retrieved atmospheric

maps consist of relative tropospheric delays (at cm level) obtained at very low temporal resolution (days, weeks or even155

months), but with a very high spatial density up to meter level. In this paper, we aim to exploit the synergies of both techniques

by combining their tropospheric delays, to retrieve enhanced water vapor related products (delays or refractivities). For this

purpose, we fuse GNSS ZTDs with InSAR differential slant total delays (ddSTD) in the least squares collocation software

COMEDIE (Collocation of Meteorological Data for Interpretation and Estimation of Tropospheric Path Delays, Eckert et al.,
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1992a, b), upgraded to process the measurements from the different techniques simultaneously. Shehaj et al. (2020) describes160

the framework to combine GNSS and InSAR tropospheric delays, with the goal to retrieve tropospheric delays at any point of

an investigated area. The same principles of combination are applied to the dataset discussed in this paper.

2.3.2 Tomography

GNSS tomography allows to resolve the distribution of the water vapor content in 4D (space and time), thus the height profiles

of the water vapor can be determined (Moeller, 2017). The basis of most tomography software packages are slant path delays.165

In tomography, the atmosphere in the investigated area around the GNSS network is discretized in a 3D voxel model. By

exploiting the relation between the slant delays and the geometric ray paths, refractivity N in each of the atmospheric voxels is

obtained.

In this work, an alternative tomography approach is suggested, based on the collocation of ZTDs and STDs using software

COMEDIE. The functional and stochastic models to retrieve the refractivity are obtained by forming the derivatives of the ZTD170

model with respect to height, as detailed in Sec. 3.5 and Hurter (2014). When combining InSAR measurements with GNSS

measurements to obtain refractivity fields, the stochastic models that connect the InSAR slant delays with the refractivity, are

simply the models relating the zenith delays with refractivity mapped in the slant direction; this is clear since we treat the slant

delays as mapped zenith delays in the slant direction (Shehaj et al., 2020).

3 Tropospheric water vapor dataset175

The dataset presented in this work was produced with the aim to provide the best possible assessment of regional, high res-

olution tropospheric water vapor fields, founded on established observation methods and data assimilation. For this purpose,

we selected the area of the GNSS Upper Rhine Graben Network (GURN, Fig. 1) where GNSS, InSAR and radiosonde obser-

vations are available. We derived data products from different combinations and fusions of the individual observations and by

assimilation with the limited area Weather Research and Forecasting modeling system (WRF-ARW Skamarock and Klemp,180

2008). As illustrated in Fig. 2, the collection features IWV, ZTD, ZWD, WVD, and ddSTDP, derived from GNSS, SAR, and

atmospheric modeling techniques. The temporal and spatial features of the basic data products are listed in Table 1.

Data product Temporal interval Horizontal resolution Vert. res. 1st raw product

ERA5 1h 31 km ~500 m specific hum.

GNSS 1h 60 stations - ZTD

WRF 1h 2.1 km ~500 m spec. hum.

InSAR 6–12 days 86 pts/km2 – ddSTDP

Tomography 1h, 6–12 days 2.1 km ~500 m ZTD + ddSTD
Table 1. Temporal and spatial properties of the basic data products which were used to generate the combined dataset.

7



Figure 2. Dataset overview sketch. The lines depict the following pathways: black (solid) – data processing, blue (dashed) – data assimila-

tion, orange (dotted) – evaluation. The white fields denote the products contained in the data collection, the gray fields mark intermediate

(unpublished) data.

To cover the characteristic seasons of the northern hemisphere, we selected four investigation periods for which we processed

all of the data products (11 – 22 Apr 2016, 13 – 24 Jul 2018, 16 – 31 Oct 2018, 06 – 21 Jan 2017). Some of the individual

datasets, i.e., the processed InSAR scenes and the GNSS ZTDs extend beyond those preselected periods or the boundaries of185

the GURN study region. Our intention was to provide the data as comprehensive as possible to foster further scientific studies.

For better comparability, the same variables were determined for all datasets: Integrated Water Vapor (IWV) for 2D data and

water vapor density (WVD) for 3D data. In addition, the ERA5 reanalysis is used for all conversions that require additional

meteorological input such as pressure and temperature. Moreover, we document the full processing chain so that it can be

reproduced by others or repeatedly be applied as more recent data or alternative products become available. In the following,190

we describe the characteristics of the study region and the methods that have been used to provide the individual and the

combined data products.

3.1 Study region

The core region is defined by the transnational GURN that was originally established for the investigation of tectonic activities

(Mayer et al., 2012). It encompasses the southwestern part of Germany and the eastern part of France with the Upper Rhine195

Graben (URG) in the center, the Black Forest in the east, and the Vosges in the west plus a small area of north-western

Switzerland (Fig. 1).
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The Upper Rhine Valley is one of the warmest regions of Germany with lower annual rain amounts (approx. 600 mm a-1),

but with a high convective activity in the summer months. Up to 1500 mm a-1 of annual rain amounts are measured in the

low mountain ranges of the Black Forest, the Vosges and the Swiss Jura and about 1000 mm a-1 in the flatter western and200

northwestern area.

3.2 GNSS derived IWV and ZTD

The global positioning system (GPS) observations of 66 stations of the GURN were used to estimate IWV. GURN was es-

tablished by the Geodetic Institute (GIK) of Karlsruhe Institute of Technology, Germany, and the École et Observatoire des

Sciences de la Terre of University of Strasbourg and French National Center for Scientific Research. Currently, GURN consists205

of ground-based GNSS stations from permanent authoritative and private GNSS networks. In Germany, this refers to SAPOS

(operated and maintained by the mapping agencies of the German federal states) and GREF (in the responsibility of BKG). In

France, the respective networks (in brackets: providers) are RENAG (CNRS) and RGP (IGN) as well as the GNSS networks of

the providers TERIA and SAT-INFO. In Switzerland, data from the permanent GNSS network of the federal mapping agency

Swisstopo is used. Several stations from IGS and EUREF are also included. For the availability of the raw GNSS observations,210

readers are referred to the data providers’ specific policies. Up to now, only GPS observations have been processed. Other

GNSS systems like GLONASS and Galileo will be added in the future.

The GPS data were processed with the GAMIT software (Version 10.7, Herring et al., 2018) for all InSAR dates and for the

four seasonal investigation periods. To model the tropospheric delays of GPS signals received by the ground-based stations,

we adopted the following equation to map the slant signals into zenith:215

STD(a,e) = ZHD ·mfH(e)

+ZWD ·mfW (e)+ grad(a,e) (1)

ZTD = ZHD+ZWD (2)

with the corresponding mapping functions mfH and mfW ; grad is a function to model the effects of azimuthal asymmetry in220

the tropospheric delays; where a and e are the azimuth and elevation angles of the GPS signals, respectively:

grad(a,e) =GNS ·mfG(e) · cosa+GEW ·mfG(e) · sina (3)

mfG(e) = 1/(sine · tane+0.003) (4)

In this study, we used the a priori zenith hydrostatic delay from European Centre for Medium-Range Weather Forecasts225

(ECMWF; Simmons and Gibson, 2000), the state-of-the-art Vienna Mapping Function 1 (VMF1; Boehm et al., 2006) provided
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by the Vienna University of Technology, and the tropospheric gradient model proposed by Chen and Herring (1997). Moreover,

we conducted the GPS data processing also with other advanced strategies and models. For example, we removed the first-

order effect of ionospheric delay with linear combinations of observations and modeled its second- and third-order effects

with International Geomagnetic Reference Field 12 (IGRF12; Thébault et al., 2015) and ionospheric data from the Centre for230

Orbit Determination in Europe (CODE; Schaer, 1999). We removed the observations with elevation angles lower than 10° and

weighted the other observations according to their elevation angle and their post-fit phase residuals. We modeled and corrected

solid Earth tides, ocean tides, and pole tides according to IERS Conventions 2010 (Petit and Luzum, 2010). We used the IGS

final orbits, IGS absolute antenna phase center models (Schmid et al., 2016), and ITRF2014 reference frame (Altamimi et al.,

2016).235

The tropospheric products derived by the GPS data processing include ZTD, gradients in the north/south and east/west

directions, and their corresponding standard deviations, respectively. The ZTD estimates were further used for the retrieval of

IWV, with auxiliary information (i.e., Ps and Tm) obtained from ERA5 pressure level products. Detailed procedures for the

IWV retrieval from ground-based GPS are provided in the App. A1.

The GPS tropospheric outputs for all the stations, auxiliary variables from ERA5, and the retrieved IWV are saved day by240

day in ASCII files in solution (software/technique) independent exchange format for tropospheric and meteorological variables

Version 2.00 (SINEX-TRO V2.00). The SINEX-TRO V2.00 format was designed to accommodate related developments. For

example, it supports tropospheric variables derived by numerical weather prediction models and reanalyses, in addition to

space geodetic techniques. The SINEX-TRO V2.00 file is composed of groups of data termed as blocks. Each block has a

specific format. Some of the blocks are mandatory (e.g., reference block) whereas the others are optional (e.g., comment line).245

Thus, the structure of SINEX-TRO V2.00 format is very simple and flexible. For the details on the definition of SINEX-TRO

V2.00 format, readers are referred to Pacione and Douša (2017).

The filenames of the GPS tropospheric products are with a style of ‘gikyrdoy0.txt’, where gik is the name of the data

provider, yr and doy are year in two characters and day-of-year in three characters, respectively. The files start with metadata

blocks and end with data blocks. The metadata blocks include information on data providers, data processing strategies and250

models, stations’ name, coordinates, receiver types, antenna types and eccentricities, and so on. The data blocks list the GPS-

derived ZTD, gradients, and their corresponding standard deviations, respectively. In addition, the data blocks also include the

Ps, ZHD, and Tm from ERA5 as well as the final ZWD and IWV estimates.

3.3 InSAR derived ddSTDP and IWV

For deriving double differential slant total delays in phases values (ddSTDP) and IWV from PSI, we use Sentinel-1A/B data,255

acquired at an altitude of around 690 km in Interferometric Wide Swath Mode (IW) with a ground resolution of around 5 x 20 m

and a swath width of 250 km. The data was recorded by both satellites (A,B) along ascending orbit 88 between March 2015

and July 2019. All available datasets are visualized over time and indicating the along-track coverage in latitude in Figure S4

of the supplemental material. Each scene is displayed in a different color with additional labels for the four study events. The

satellites repeat cylce is 12 days, combining data from both satellites nominally provides an acquisition every 6th day since260
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the launch of Sentinel-1B in October 2016. The acquisition time, 17:26 UTC, is constant for both satellites. With the given

repeat cycle of the two satellites 213 scenes could be available theoretically. But some gaps occur in the dataset at certain time

intervals, when the project area was not covered for different reasons, leading to the finally processed 169 scenes. In this study,

we processed the VV polarized data and used the SRTM-1 as reference digital elevation model during processing. The orbit

correction was performed with the provided precise orbit files.265

The InSAR processing was performed using the software SNAP, starting with version 7.0 and from the coregistration step

onward with version 8.0 (SNAP, 2021). For further PS processing, we then used the program StaMPS (version 4.1-beta, Hooper

et al., 2012) for the PSI processing. The master scene for the interferometric processing is from March 17, 2017. The spatial

reference point was chosen at the town of Épinal at [6.45066°E, 48.175043°N] with a reference radius of 1 km. Such, we obtain

an intermediate dataset of raw double differential slant total delays (ddSTDP) for each interferogram and each PS, which is270

provided in the dataset publication in the common StaMPS format. Afterwards we estimated the linear displacement at each PS

point with a weighted ensemble estimation and removed the displacement phase from the observations. The resulting corrected

partial differential slant phase delays (pSWD) are used for the tomographic approach. They are then mapped to zenith direction

using the sine function:

pZWDi = pSWDi · sin(ψ); (5)275

with the looking angle ψ and the partial wet delays in slant (pSWD) and zenith (pZWD) direction. Those corrected phase

observations in zenith direction were then used as input to the Atmospheric Phase Screen (APS) inversion. It is based on

the zero-mean assumption and is performed point-wise for each PS point independently. The zero-mean assumption does not

consider the different heights of PS points. This results in a systematically different behavior of different PS points due to the

stratification of the water vapor in the atmosphere. Therefore, we refer to these values as partial Zenith Wet Delays (pZWD).280

The bias induced through the zero-mean assumption is corrected point-wise using reference values extracted from the ERA5

reanalysis (ECMWF, 2020) to ensure a datum adjustment to the true mean wet delay. The calculation of the required ZWD and

mean temperature (Tm) was performed analogously to that described in the GNSS processing section (3.2) and in App. A1.

PSI pZWD contains signal components with long wavelengths which can be biased by several reasons. Therefore, spatial

trends over the whole imaged region were re-estimated in the next step. To include only the atmospheric signal, a quadratic285

function f(φ,λ), as in Equation 6, was estimated which describes the difference between pZWD derived from the ERA5

dataset and the PS-InSAR mean-corrected data. This function depends on geographic longitude λ and latitude φ. The estimation

parameters a,b,c,d and e differ for each of the 169 scenes.

f(φ,λ) = a ·φ2 + b ·λ2 + c ·φ+ d ·λ+ e (6)

The optimal function is determined using a bootstrapping approach. This approach uses several small subsets of all available290

PS points to reliably calculate the optimal function (Efron, 1979). The ZWDs were then calculated using the optimal function

to correct the mean-corrected ZWDs. Subsequently, the ZWDs were transformed to IWV according to Equation A4.
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Finally, we derive the IWV for each PS-point, which is corrected for height errors and includes long wavelength atmospheric

signals. The precision of the IWV is estimated for a given PS point as standard deviation of all points located in a 200 m radius

w.r.t to this point. The inner precision of the IWV dataset is 0.27 kg/m², which is the average value over all PS points.295

The two products provided in the data compilation, each for all 169 dates and at the PS points location, are 1) the double

differential slant total phase delays (ddSTDP) at all PS points, and 2) the integrated water vapor (IWV). A potential application

of these products is the improvement of methods for gridding and calculation of APS to IWV. The second product can be used

for assimilation purposes in weather models.

3.4 WRF-based dynamical downscaling and data assimilation for IWV and WVD300

We applied the 3Dimensional variational assimilation system (3D-Var) provided by WRF (Barker et al., 2003, 2004) to assim-

ilate IVW, WVD, and additional synoptic station data.

Convection permitting WRF simulations with hourly output were performed for each of the four seasonal study events on

the basis of hourly ERA5 driving data (Hersbach et al., 2020). The choice of model physics (see Table 2) is widely adopted

from another study in the same region by Wagner et al. (2018) and outlined in more detail in Wagner et al. (2022).305

Table 2. WRF setup and settings.

compartment scheme

longwave radiation RRTM (Mlawer et al., 1997)

shortwave radiation Dudhia (Dudhia, 1989)

microphysics WSM6 (Hong and Lim, 2006)

planetary boundary layer YSU (Hong et al., 2006)

convection parametrization -

The domain encompasses an area of approximately 650 x 670 km with a grid spacing of 2.1 km and 72 vertical levels (created

automatically by WRF). This domain size should guarantee spatial spinup. The temporal spinup is based on several weeks of

open cycle simulations before each event to achieve satisfying soil conditions. Open cycle simulations are WRF simulations

with hourly ERA5 input but no assimilation of additional variables. In this way reliable starting conditions for the assimilation

comparisons were obtained. We performed three simulation runs for each of our chosen events. Run1 is based on the assimila-310

tion of meteorological stations, GNSS and InSAR data. For Run2 meteorological station data and tomography data was used

and Run3 is an open cycle simulation. The 3D-Var technique which is implemented in WRFDA, was applied for the assimila-

tion runs. The multivariate background error statistics option “cv6” was chosen (Barker et al., 2004). In this way, temperature

is also able to show a direct impact on moisture and vice versa. A spatial thinning of 10 km was used to minimize correlation

artifacts.To tie the simulations closer to measurements, all assimilation input data except InSAR data was assimilated on an315

hourly basis. This is particularly useful when the variations in water vapor in the lower atmosphere are more complex due to

dynamic weather conditions. Temperature, pressure and relative humidity from meteorological stations was used along with
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ZTDs from GNSS, InSAR and interpolated fields by means of collocation. The tomography data is based on the same GNSS

data as Run1, but offers gridded input on the WRF grid. The calculation of the ZTD values from GNSS stations and tomog-

raphy is explained in the respective chapters. ZWD data was provided from InSAR measurements. The dry signal part (ZHD)320

was calculated from the respective WRF open cycle simulation and was added to the InSAR ZWDs in order to achieve ZTD

values for assimilation.

The applied solvers, model time steps and other simulation parameters in WRF are defined in a table called namelist.input.

This file is included in the dataset as well as a netCDF file called geo_em.d01.nc. It contains all static fields in 2D or 3D for

the WRF model in the chosen projection, such as altitude, land use, soil information etc. Additionally, the background error325

covariance matrix (be.dat) is required for the assimilation. It was calculated with the NMC-method (Parrish and Derber, 1992)

for each of our events. Based on month-long WRF simulations with the same setup as our open cycle simulations, averaged

forecast differences of the 12 hour and 24 hour forecast (valid at the same time) were applied. Furthermore, the assimilation

input for Run1 is provided (obsproc_hour). This is a pre-processed input where observation errors were included and duplicates

and inconsistence data due to certain tests were removed. For raw assimilation data we refer to the other datasets presented in330

this Section. The meteorological station data is available at DWD (DWD, 2020). Our forcing data ERA5 can be obtained from

the ECMWF website (ECMWF, 2020).

WRF output is available on the 3D model grid. The direct nesting from 31 km to 2.1 km reduces possible artifacts due to

intermediate domains and the respective parametrizations (e.g., convection) on one hand. On the other hand, model physics

requires a larger area to evolve. That is why we discarded an area of 50 pixels at the borders to achieve reliable simulation335

outcomes. The results are provided after 1 hour free WRF simulations to obtain consistent model data, since the assimilation

of variables modifies only certain model variables. Temperature, pressure, and water volume density are provided on a 3D grid

(219 x 209 x 72). In 2D, temperature and pressure are provided in 2 meters and Integrated Water Vapor (IWV) and rain amounts

as column values.

3.5 ZTD, refractivity, and WVD based on collocation340

The least squares collocation approach is based on a functional and a stochastic component where correlated parts are deter-

mined and separated from uncorrelated measurement noise (for instance from Eckert et al., 1992a):

l = f(u,x,t)+ s(Css,x, t)+ ε (7)

where l is the measurement, f(u,x,t) the functional part, representing ’realistic’ physical models of meteorological variables

with u, x and t respectively the state vector to be estimated, the coordinates and the time. The so-called signal s(Css,x, t)345

depends on an empirically modeled covariance Css, and the noise ε is assumed as stochastically uncorrelated.

In our collocation software, the state vector to be estimated is u= (ZTD0,aZTD, bZTD, cZTD,HZTD); ZTD0 is the ZTD

at reference position (x0,y0,h0, t0), aZTD, bZTD, cZTD are gradients in the x,y coordinate and time, and HZTD the scale

height. x,y,h, t represent the coordinates and time of a measured point.MF s are mapping functions used to map zenith delays

13



in the slant direction. Thus, according to Hurter (2014) and Shehaj et al. (2020), the ZTDs and ddSTDs (both in mm) are350

modeled as follows:

ZTD(x,y,h, t) = [ZTD0 + aZTD · (x−x0)

+ bZTD · (y− y0)+ cZTD · (t− t0)]

· e−
h−h0
HZTD (8)

ddSTD(x,y,h, t) = [MF t1
p1 ·ZTD

t1
p1355

−MF t1
pref

·ZTDt1
pref

]

− [MF
tref
p1 ·ZTDtref

p1

−MF tref
pref

·ZTDtref
pref

] (9)

For the ddSTD, the superscripts t1, tref represent the time of acquisition of an InSAR image and the reference image

acquisition time, forming the time difference, while the subscripts p1,pref refer to the positions of an InSAR PS point in the360

image and the position of the reference PS point forming the spatial difference. The formulas describing the covariance of the

signal part can be found in Eckert et al. (1992a) and Eckert et al. (1992b).

For the collocation of GNSS and InSAR measurements two steps are required: 1) Screening of GNSS ZTDs and InSAR

ddSTDs, based on simple least squares estimation and gross error detection. The value of the residuals divided by the product

of the a posteriori standard deviation and measurement noise is compared to a preselected threshold. 2) least squares collocation365

of the measurements passing the screening process. The signal and the noise of each measurement are defined respectively by

the covariance of the signal Css and the covariance of the noise (which is a diagonal matrix describing the variance of each

measurement).

The refractivity (N , in ppm) equals the derivative of the delay in the direction of the ray. Thus, by deriving the zenith delays

with respect to height we obtain:370

N(x,y,h, t) =−∂ZTD(x,y,h, t)

∂h
(10)

N(x,y,h, t) =
1

HZTD
· [ZTD0 + aZTD · (x−x0)

+ bZTD · (y− y0)+ cZTD · (t− t0)] (11)

· e−
h−h0
HZTD
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The covariance matrices relating delays with refractivity, as shown in Hurter (2014), are obtained by deriving the covariance375

of the delays with respect to height.

Two kind of products are provided in this study: 1) 2D maps of ZTDs interpolated onto the grid of the WRF domain

(Sec. 3.4), which contain structural information of the lowest tropospheric layer and 2) 3D tomographic products in form of

refractivity fields on the horizontal grid of the WRF domain; for the vertical distribution the refractivities are computed for 16

equally distributed layers, from the lowest WRF layer up to 8 km.380

Examples of ZTDs and refractivity fields, obtained using our approach, are shown in Fig. 3 for the spring event of 2016.

From the top plot in Fig. 3 it can be noticed that the ZTDs and the refractivity fields for the lowest layer follow the topography

of the terrain, whilst in bottom plot the decrease in refractivity with altitude is visible.

Figure 3. Fields of collocated (top) GNSS ZTDs and (bottom) refractivities.

A further, extended time series of tomographic products is provided based on the InSAR and GNSS collocated tropospheric

products, described in section 3.2 and section 3.3. The length of the time series corresponds to the number of InSAR acquisi-385

tions, since the scope is to exploit the two techniques simultaneously. Therefore, the temporal resolution is similar to that of the

InSAR products, while the spatial resolution of these products is identical to the 2D maps of ZTDs or 3D fields of refractivity

described above.

For the four seasonal events (Sec. 3), the 2D maps of ZTDs were stored as ASCII files, where each line corresponds to one

epoch and the number of columns to the number of points in the horizontal grid of the WRF model. For the 3D tomographic390
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products the structure is identical, however the number of columns is 16 times larger since there are 16 layers. For each WRF

point, the 16 refractivity values are written and then going to the next point until the last one.

Potential applications of our data are the fusion in numerical weather prediction models as well as use of retrieved ZTDs

and refractivities for validation purposes. Regarding the retrieval of IWV and WVD fields, more information is provided in the

Appendix.395

4 Data evaluation and cross comparison

To examine the quality of the developed products with respect to IWV, the datasets are evaluated with independent observations

and jack-knife cross validation at five representative GNSS stations (cyan dots in Fig. 1) of the study region. The Kling-Gupta

efficiency measure (KGE, Gupta et al., 2009) is used to evaluate coherence among the time series of the different products (a

and b):400

KGE = 1−
√
(r− 1)2 +(α− 1)2 +(β− 1)2 (12)

with the correlation coefficient r, the relative variability α= σa/σb (the ratio of standard deviations), and the bias ratio

β = µa/µb.

The 1-hourly GNSS-derived ZTD and IWV time series for the 66 GURN stations are compared to the estimates obtained

from ERA5 pressure level products from 2015 to 2019 as shown in Table 3. Quite good agreement is obtained, with mean KGE

Table 3. Performance measures for GNSS derived ZTD and IWV time series with respect to ERA5 (GNSS-ERA5, 66 GURN stations) and

radiosonde (GNSS RS, 4 stations) data.

β α r KGE

GNSS-ERA5
ZTD 1.00 1.00 0.98 0.98

IWV 0.98 1.00 0.98 0.97

GNSS-RS
ZTD 0.99 1.00 0.98 0.97

IWV 0.99 1.00 0.98 0.97

405

values of 0.98 and 0.97 for the ZTD and IWV, respectively. In addition, we validate the GNSS results with respect to nearby

radiosonde measurements at 00 and 12 UTC for the same period. The radiosonde data is derived from the Integrated Global

Radiosonde Archive (IGRA) Version 2. We determine a GNSS and radiosonde station pair if their horizontal distance is within

50 km and their height difference is within 100 m. Four station pairs are then determined, namely 0384-GMM00010739, 0389-

GMM00010739, 0400-GMM00010739, and BIRK-GMM00010618. For each station pair, the radiosonde ZTD and IWV are410

calculated by using integration of vertical profiles from the corresponding GNSS station height. The mean KGE values (0.97)

for the GNSS-derived ZTD and IWV with respect to the corresponding radiosonde results are also very high (Table 3).
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Figure 4. Performance measures for IWV of PS-InSAR vs. GNSS for different subsets of the InSAR domain (see Fig. 1). stat_all describes

the performance of all 25 GNSS stations in the InSAR domain, val_5 are the 5 selected validation stations (blue dots in Fig. 1) and the

individual measures for these 5 stations, followed by the seasonal analysis of these 5 stations.

The InSAR-derived IWV results are compared to the GNSS-derived IWV at the GNSS stations. Firstly, the ten nearest

InSAR PS-points to the GNSS stations are computed and a height correction based on ERA5-IWV standard atmospheric

height dependencies is applied. 25 GNSS stations are located within the InSAR domain and have sufficient data points. Fig. 4415

shows the KGE and its constituents for different subsets of the data. The mean values of the KGE over all 25 GNSS stations in

the SAR area are presented on top, followed by the mean over the 5 validation stations, with superior agreement of the latter.

The detailed description for each validation station are displayed separately with the worst performance at station FRI3. At

the bottom of the figure, the validation stations data are split into the different seasons, independent of the year, and validated

separately. The best results are obtained in autumn, followed by winter and spring, whereas the summer shows the highest420

differences.

WRF simulation results are compared to 5 GNSS stations for IWV (Fig. 5) and to 350 stations for precipitation amounts

(Fig. 6) for each of the four events. Fig. 5 reveals that a high accordance between GNSS stations and the open cycle simulations

already exist for spring, autumn and winter with KGE values of approximately 0.93 for IWV. Only in summer the KGE value

is below 0.7 due to convective activity. Despite the already high accordances, slight improvements for all seasons are obtained425

by assimilation of tomography data (CA) as well as by the combined assimilation of GNSS, synoptic and InSAR data (GSI).

This is most evident in summer with KGEs now larger than 0.85. Original collocation data (CO) shows the best performance

regarding correlation for all seasons. The KGE of CO is only best in summer, but there is still a high accordance for the other

seasons, similar to the assimilation runs.

A similar picture is obtained for precipitation (Fig. 6), however with much lower KGE values. The best agreement for the430

open cycle simulations is obtained in autumn, the worst again in summer. The assimilation of ZTD only (CA) improved only the
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Figure 5. Performance measures for IWV of WRF simulations and original, not assimilated tomography collocation data (CO) vs. 5 GNSS

validation stations. The abbreviations represent the assimilated observations: with OPCY as simulation without assimilation, GSI as com-

bined assimilation of GNSS, synoptic and InSAR data and CA the collocation data. The abbreviations "sp, su, au, wi" represent the seasons

of spring, summer, autumn and winter.

Figure 6. Same as Fig. 5 but for precipitation amounts at approx. 350 stations and only for the WRF simulations.

simulation results in summer. But for the joint assimilation of water vapor values and temperature data (GSI), an improvement

for every season becomes obvious.
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Figure 7. Mean error (ME) and standard deviation (SD) of the water vapor density for all seasons, comparing the simulations with open

cycle (solid) and the assimilation of station data (dashed) with radiosonde data for the location of Idar-Oberstein (X-axis range varies for the

different seasons).

The vertical distribution of water vapor is evaluated based on profiles of water vapor density (WVD; Sec. A3) with respect

to radiosonde observations. In Fig. 7, the mean profiles of WVD from simulation results are opposed to radiosonde data for435

Idar-Oberstein. The results for IWV and precipitation are likewise for the vertical distribution. In autumn, there are hardly any

differences between OPCY and simulations with assimilation, while improvements can be seen in the other seasons. In winter,

differences become clear up to a maximum of 2500 m; but mainly only up to an altitude of 1500 m. In spring and especially in

summer, however, there are also differences above an altitude of 4000 m. Improvements through assimilation are not uniform

for every altitude in every season. But on average, the results for the simulations with assimilation show a better performance440

in terms of mean error and standard deviation than without.

A cross validation between the GNSS derived IWVs and collocated/interpolated ones using COMEDIE is shown in Fig. 8,

where the reference IWVs are shown in continuous lines and the ones collocated in dashed lines. These 5 stations were not used

in the collocation process to derive the parameters that define the functional part of the collocation, therefore the GNSS and

COMEDIE derived IWVs can been treated as independent. At a first glance, the continuous and dashed curves in Fig. 8 seem445

to follow a similar pattern. However, from the differences in Fig. 9 we can see that there are some millimeter differences for all
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Figure 8. Collocated vs. reference GNSS estimated IWV at 5 validation stations. Continuous lines represent the reference GNSS station

values and dashed lines the ones of collocated data. The colors mark the 5 different stations.

Figure 9. Seasonal residuals between reference GNSS estimated and collocated IWV at 5 validation stations. The colors mark the 5 different

stations.

five stations for all the events. At humid days and during periods of high IWV variability a bigger disagreement is obtained and

smallest differences occur in the winter season. The statistics (mean value and standard deviation) for each station are always

below 1 mm for winter, spring and autumn events, however only for the summer events the standard deviation of the differences
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is around 1 mm. On the one hand this evaluation shows the capabilities of our collocation method to interpolate GNSS derived450

IWVs. On the other hand it is a mean to check the internal consistency of GNSS derived IWVs of the GURN network.

In Fig. 10, we compare IWV fields between WRF (open cycle simulation) and COMEDIE for the events in Spring 2016,

Figure 10. Differences between collocated IWVs and WRF model (open cycle simulation) for Spring 2016. In the top subplot, one epoch

(epoch 1) is displayed, whilst in the bottom plot the mean over all epochs is shown. The red dots mark the location of GNSS stations used

for collocation.

where the differences for one epoch (top panel) and the averaged differences (bottom panel) for all epochs are shown. For

every epoch there are a few millimeters differences depending on the pixel (with overall standard deviation at sub-millimeter

level), whilst in the bottom plot the difference is smoothed, with an even smaller standard deviation over all epochs and pixels.455

Furthermore, it is interesting to notice that the differences are not notably larger in the lower-right corner of the grid where the

mountainous area is located meaning the differences between WRF and COMEDIE are not topographically related.

5 Conclusions

The dataset developed and presented in this work provides a comprehensive, multi-perspective, multi-season, and multi-scale

determination of tropospheric water vapor over the study area in the transborder region of Germany, Switzerland, and France.460

It contains hourly 2D fields of integrated water vapor (IWV) from the various disciplines and 3D fields of water vapor density

(WVD) for four multi-week, variable season periods between April 2016 and October 2018 at a spatial resolution of (2.1 km)2.

Zenith total delay (ZTD) from GNSS and collocation, and refractivities are provided as intermediate products. InSAR derived

double differential slant total delay phases (ddSTDP) are available for March 2015 to July 2019. The original input data for this
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work were hourly time series from 66 GNSS stations, hourly ERA5 reanalysis fields from ECMWF, and hourly Sentinel-1A/B465

InSAR observations.

GNSS derived IWV is highly accurate and features high temporal resolution, whereas the InSAR products score with their

spatial density. The combination of both by collocation or tomography and the assimilation with regional atmospheric models

yields sophisticated descriptions of tropospheric moisture states that cannot be derived from the individual methods alone.

The ECMWF ERA5 global reanalysis depicts a valuable resource for the GNSS based determination of ZWD and IWV470

for stations with lacking meteorological observations and likewise for the computation from InSAR. The limited area WRF

simulations for the GURN region benefited from the assimilation of either GNSS, synoptic, InSAR, and collocation data,

with the latter leading to slightly inferior results. The strongest impact is seen for the summer event where levels of IWV

are generally high and fluctuations are strong because of convective dynamics. The joint assimilation of water vapor and

temperature yields in particular a largely better performance of GSI compared to CA.475

The presented dataset will be useful for all kind of studies that require high resolution information about tropospheric water

vapor states and -dynamics. In future studies the spatial coverage could be increased to continental scale extent to study the

impact of tropospheric water vapor assimilation on the larger scale. Other GNSS systems such as Galileo or GLONASS could

also be included to provide more observations. The new generation of currently realized microsatellite missions like Capella X-

SAR will significantly increase the temporal sampling of InSAR derived tropospheric water vapor products from several days480

currently to less than one hour in future. This will further increase the relevance of InSAR. Although WRF and tomography also

provide water vapor profiles, the underlying water vapor measurements are column values only. In the case of very dynamic

humidity conditions, for example, the assimilation of water vapor profiles may further improve the simulations. Finally, the

beneficial joint assimilation of energy quantities can be extended by radiation products. Other datasets, such as GNSS radio

occulations can be included into the combination, which can provide complementary information regarding water vapor in the485

higher troposphere.

6 Code and data availability

The dataset described in this paper was published on the PANGEA data publishing platform under (https://www.pangaea.

de/tok/e11e2f371fb3b638563ed6b6e3128564ba9ba845, Fersch et al., 2021). The ERA5 global atmospheric reanalysis data is

available at the Copernicus Climate Data service of the European Union (https://climate.copernicus.eu/climate-reanalysis: last490

access 4 January, 2022). The WRF model code can be obtained from GitHub (https://github.com/wrf-model/WRF: last access.

4 January, 2022).

The GAMIT GNSS data processing software can be obtained from (http://geoweb.mit.edu/gg/: last access 4 January, 2022).

The Sentinel data are freely available through the Copernicus program (Copernicus, 2020). The formulations of the COMEDIE

software and implementations are described in (Eckert et al., 1992a, b; Hurter, 2004, 2014). The source code is available from495

the authors upon reasonable request and with permission of ETH Zurich.
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Appendix A: Conversion and computation details

A1 Computation of ZWD and IWV with Tm, Ps from ERA5 reanalysis

In order to retrieve IWV from GPS-derived ZTD, we firstly determine the four grid nodes surrounding the GPS station hor-

izontally. We then calculate the related variables (e.g., Ps) of the grid nodes at the station’s height. Finally, we calculate the500

IWV at the station’s location by using inverse distance weighting (IDW) interpolation (Jade and Vijayan, 2008). For each grid

node, we calculate ZHD according to the Saastamoinen model (Saastamoinen, 1972):

ZHD =
2.2768 ·Ps

1− 2.66× 10−3 · cos(2φs)− 2.8× 10−7 ·hs
(A1)

where Ps is the pressure at the GPS station obtained from reanalysis products in hPa, φs and hs are the stations’ latitude and its

height above the geoid in m, respectively. In this process, the barometric correction formula recommended by the International505

Civil Aviation Organization (ICAO) is applied:

Ps = P0 · (1−
γ

T0
(hs −h0))

g0
γ·Rd (A2)

where P0 is the referential pressures in hPa with a height of h0 in m, T0 is the temperature in K at the height of h0, γ=0.0065

K m-1 is the standard temperature lapse rate, g0=9.80665 m s-2 is the standard acceleration of gravity, and Rd=287.033 J kg-1

K-1 is the gas constant for dry air. Then, we obtain ZWD in mm by:510

ZWD = ZTD−ZHD (A3)

Finally, we convert the ZWD into IWV (Bevis et al., 1994):

IWV =
106 ·ZWD

ρ ·Rw · (k21 + k3

Tm
)

(A4)

where ρ=1000 kg m-3, Rw=461.522 J kg-1 K-1, k21=22.1 K hPa-1, k3=373900 K2 hPa-1. Tm is the weighted mean temperature

in K given by (Davis et al., 1985):515

Tm =

∫
e
T dh∫
e
T 2 dh

(A5)

where e and T are water vapor pressure in hPa and temperature in K, respectively. The water vapor pressure is given by:

e= esat(T ) ·RH (A6)

whereas esat(T ) in hPa and RH denote saturation vapor pressure and relative humidity, respectively. The saturation vapor

pressure is estimated using Tetens’s formula (IFS CY41R2):520

esat(T ) = a1 · exp(a3
T −T0
T − a4

) (A7)

23



where a1 = 611.21 Pa and T0 = 273.16 K, a3 = 17.502, and a4 = 32.19 K for saturation over water. For the saturation over

ice, a3 = 22.587 and a4 =-0.7 K. As the Tm is integrated from GPS station height to the highest reanalysis level, the RH and

temperature at the station are calculated with linear inter-/extra-polation.

In addition, to assist the estimation of InSAR-derived ZWD, the ZWD in m obtained from ERA5 pressure level products are525

calculated:

ZWD = 10−6
∫
Nw dh (A8)

where Nw is the wet component of refractivity which is unitless (Davis et al., 1985):

Nw = k′2
e

T
+ k3

e

T 2
(A9)

Likewise, the ERA5 derived ZTD in m can be calculated as follows:530

ZTD = 10−6
∫
N dh (A10)

where N is the refractivity which is unitless (Davis et al., 1985):

N = k1
pd
T

+ k2
e

T
+ k3

e

T 2
(A11)

where pd is the pressure of dry air in hPa and k1=77.6 K hPa-1, k2=70.4 K hPa-1, k′2=22.1 K hPa-1, and k3=373900 K2 hPa-1.

The ERA5 derived IWV in kg m-2 can be calculated as follows:535

IWV =

∫
ρw dh (A12)

where ρw is the density of water vapor in kg m-3.

A2 Computation of water vapor density from collocated IWV

For the retrieval of IWV fields using COMEDIE, we have separately performed collocation/interpolation of zenith total delays

and zenith dry delays and thus computed zenith wet delays as their differences. Using Tm from ERA-5, we have obtained the540

final IWV fields displayed in this paper here.

The retrieval of water vapor density fields has been performed similarly to the retrieval of refractivity fields from ZTDs

described in Sec. 3.5, where in Eq. 8 and Eq. 11 ZTDs and refractivities were replaced by IWVs and WVDs, respectively.

A3 Computation of IWV and WVD from WRF data

The integrated water vapor and the water vapor density from WRF is calculated based on the water vapor mixing-ratio, tem-545

perature and pressure for the 72 vertical pressure levels. Temperature T is defined as:

T = (TP +Tbase) ·P
RD
cp (A13)
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where TP is the potential perturbation in K, Tbase = 300 K is the base temperature, P is the pressure in hPa, RD=287 J kg-1 K-1

is the gas constant for dry air and cp = 1004.5 J kg-1 K-1 is heat capacity at constant pressure for dry air.

The integrated water vapor is calculated as the sum of water vapor in the vertical levels:550

IWV =
∑QV · dh ·P

RD ·TV
(A14)

where QV is the water vapor mixing ratio, dh is the layer thickness in m and TV is the virtual temperature of each level in K.

With:

TV =
T · ε+QV

ε · (1+QV )
(A15)

where ε is the ratio of the gas constants of air and water vapor = 0.622.555

The three-dimensional water vapor density is calculated as follows:

WVD =
QV ·P
RD ·T

(A16)
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Appendix B: Abbreviations

Term Abbr. Unit

Atmospheric phase screen APS rad

Collocation assimilation CA

Collocation data CO

Collocation software COMEDIE

Double differential slant total delay ddSTD mm

Double differential slant total delay phases ddSTDP rad

ECMWF reanalysis 5 ERA5

German Weather Service DWD

Global navigation satellite systems GNSS

Global positioning system GPS

GNSS Upper Rhine Graben Network GURN

GNSS, synoptic, and InSAR data assimilation GSI

Integrated water vapor IWV mm

Interferometric Synthetic Aperture Radar InSAR

Kling-Gupta efficiency metric KGE -

Limited area model LAM

Line of sight LOS

Mapping function MF

Open cycle simulation OPCY

partial slant wet delay pSWD mm

partial zenith wet delay pZWD mm

Persistent scatterers PS

Persistent scatterers inferometry PSI

Refractivity N ppm

Slant total delay STD mm

Synthetic aperture radar SAR

Upper Rhine Graben URG
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Term Abbr. Unit

Water vapor density WVD kg m3

Weather research and forecasting modeling system WRF

Data assimilation specialized version WRF WRFDA

Zenith delay ZD mm

Zenith hydrostatic delay ZHD mm

Zenith total delay ZTD mm

Zenith wet delay ZWD mm
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