
Dear editor, 

Thank you for your letter. On behalf of my co-authors, we thank you for giving us a chance to revise 

and improve the quality of our article. 

We have read the reviewers’ and your comments carefully and have made revision, which is marked 

with revision mode in the paper. We have tried our best to revise our manuscript according to the 

comments. Attached please find the revised version, which we would like to submit for your kind 

consideration. Here, we would like to explain the changes briefly as follows: 

We have written a point-by-point response letter for all reviewers, you can see the details at the end 

of this letter. To make the reply more visible, Q represents questions raised by reviewers, and A are our 

answers for these questions.  

We have found an English native speaker with a research background to review our manuscript 

during revision. If you think there is any problem, you can raise it at any time. We will look for 

professional organizations to improve the language. 

In all, we found these comments are quite helpful. Special thanks to you and reviewers for your 

good comments again. 

Lastly, I wish this revision can be acceptable for publication in your journal. Thank you for your 

consideration. I am looking forward to hearing from you. 

 

 

Sincerelly! 

 

Pinzeng Rao 

 

Address: Beijing, China. 

 

Email: 578264905@qq.com 

 

 

 

 

 

 

 

 



Dear Reviewer #1 (RC1) 

Thank you for your comments and suggestions. Based on your suggestion, I have made certain 

revisions to the manuscript. We will answer your question is divided into several sections: 

A1: Uncertainty. In order to improve the simulation accuracy, we have tried many machine learning 

methods in the early stage, and chose a more representative method to describe in the manuscript. And 

we also found that tree classifiers, especially XGB, have significantly better performance and efficiency 

compared to other classifiers. 

 A2: In order to improve the accuracy, we set 16 days as a regression period. It reduces errors caused 

by poor timeliness of dynamic variables (such as NDVI and EVI) and little valid data for one day.  

A3: In order to verify the accuracy of our data, in addition to the limited in-situ observed soil moisture 

data and precipitation data, we also compared the data with some mainly existing reliable gridded soil 

moisture product, such as SMAP L2 SM (1 km and 3 km), GCOMW/ASMR2 SM (0.1°), C3S SM (0.25°), 

ERA5 SM (0.1°) and FLDAS SM (0.1°). It turns out that the data we produced has obvious advantages, 

which are mainly reflected in three points. First, the value of our data is generally in the middle of these 

products, and it is also relatively close to the in-situ measured values (see Figure 8). The second is time 

series. The product we produced generally has more valid data compared to other products, and its 

variation range is more reasonable than several other products (see Figure 9). The third is the spatial 

distribution of these products. Our products present a better spatial pattern of soil moisture, which is 

close to the actual situation, and its high spatial resolution makes some information displayed more 

clearly than other products (see Figure 11). Of course, the description of uncertainty in the manuscript is 

not detailed enough. We will try to modify this part of the content. 

A4: DOY is the day of year. Since all MODIS products use this Julian date, this manuscript also 

names the data in this way for convenience. This dataset is freely available at 

https://doi.org/10.6084/M9.FIGSHARE.16430478.V5. We will describe it in detail in the manuscript.  

In addition to what has been described above, we have also made extensive revisions to the paper. 

For example, the comparison of grid SM products with in situ data was added to verify the accuracy of 

our products. Please see the modified version. 

Looking forward to your next suggestions. Thank you!  

 

 



Dear Reviewer #2 (RC2) 

Thank you for your comments and suggestions. Based on your suggestion, I have made certain 

revisions to the manuscript.  

Q1: misuse of desertification, monsoon and other geographic terms throughout the manuscript. The study 

region, defined by the authors, is not “areas affected by desertification”, neither “monsoon climate 

region”. Please check in detail. 

A1: Thank you very much for this suggestion. The study area is mostly "temperate continental climate", 

not“monsoon climate region”. It was deleted. (Line 104) 

For “areas affected by desertification”. Our study area is provided by the National Forestry and 

Grassland Administration (China). We checked with the appropriate manager recently, and they thought 

that it is more scientific to replace “areas affected by desertification” with “desertification areas”. All of 

these words have been changed in the manuscript. Please see the modified version. 

Q2: Line 18-19: are you sure “very sensitive to SM”? 

A2: Thank you very much for this suggestion. The ultimate purpose of our study is vegetation restoration 

in the study area, where soil moisture is a key indicator. "very sensitive to SM " is a bit absolute, we have 

modified it to " sensitive to SM". (Line 20) 

Q3: Line 32: provide references for GLDAS. 

A3: Thank you very much for this suggestion. Related literature has been added. (Line 33) 

Q4: Line 36-40: data assimilation products may be produced with satellite data as inputs. Thus, it is not 

independent on remote sensing. Modify your statements. 

A4: Thank you very much for this suggestion. In order to avoid ambiguity, we have made some 

modifications. (Line 40) 

Q5: Line 44: what does the “very stable” mean here? Passive microwave radiometer data are sensitive to 

more influences, such as atmospheric effects and surface vegetation. 

A5: Thank you very much for this suggestion. We would have liked to express that passive remote 

sensing products are generally more stable compared to active remote sensing. In order to avoid 

ambiguity, we deleted it. 

Q6: Line 56: what does ‘directly retrieve’ mean? 

A6: It has been modified (Line 59). Hope to help you understand.  



Q7: Each method produces a dataset. That does not mean the multiple machine learning methods produce 

the datasets following the normal distribution. In this sense, statistical mean may be biased, which is 

well-known to climate community. 

A7: Thank you very much for this suggestion. Our study uses a combination of multiple machine learning 

to select the best regression model for each period and not by taking an average for the SM result.  

Q8: Line 91-92: wrong description of the region with “monsoon climate”. So is the desertification. 

A8: Thank you very much for your suggestions. We have made modifications. Refere to Question (1). 

Q9: Line 93: “water-vapor-ecosystem”, what does it mean? 

A9: Thank you very much for your suggestions. It has been modified.(Line 105) 

Q10: Line 115: Give the full spelling for NDWI, LSW, ECMWF, EVI, geotiff and many others for their 

first appearance in text. 

A10: Thank you very much for your suggestions. We have carefully checked all abbreviations, and some 

abbreviations that do not appear are added with full spelling. Please see the modified version. 

Q11: The parameters used for ML are linearly correlated. Does it affect your results? 

A11: Thank you very much for your suggestions. Collinearity between variables will affect the 

simulation results, which is not considered in the description process of this paper. We add some content 

in Section 4.2. In general, except for ensemble algorithms (including RF and XGB), collinearity is more 

or less affected. Due to this advantage of the ensemble algorithm, many studies generally do not consider 

multicollinearity problems when using random forests for regression or classification. We have added 

discussion in section 4.2. Please see the modified version. 

Q12: Line 177: incomparable? 

Q12: Thank you very much for your suggestions. The expression is a bit absolute, replaced by 

“prominent”. (Line 206) 

Q13: Equations for RMSE (6) and (8) are wrongly expressed. 

A13: Thank you very much for your suggestions. There should be nothing wrong with these two 

equations. The following is the equations from the literature (Hu et al., 2020). 

 



Q14: Figures 4 and 5: there are clearly seasonal variation in correlation coefficient and RMSE. It means 

significant systematic errors in the products. Give scientific explanation to the data reliability. 

A14: Thank you very much for your suggestions. Regarding the difference in seasons, we think that it is 

mainly affected by the sample size (Line 344), and we also added discussion in the new version (Line 

539). 

Q15: Line 251-260: The errors are large between the Maqu and the Bbaso network, which need 

substantial investigation. 

A15: Thank you very much for your suggestions. The evaluation accuracy of Babao network is generally 

lower than that of Maqu Network, the first reason is the measured soil depth. The soil depth measured 

by SMAP is 5 cm, the same as that measured by Maqu Network, while that measured by Babao Network 

is 4 cm. Another reason is that there is a bias between site measurements and remote sensing data itself. 

The relationship between the 1 km×1 km grid and the site itself will have a large error. In this study, 

even SM of some sites from Maqu network did not match well the Remote sensing SM.  

To make the results more convincing, we added some comparison between the grid SM data and the in-

situ SM data. (Figure 8: Comparison of gridded products and in situ observation SM of the Maqu 

Network; Figure S2: Comparison of gridded products and in situ observation SM of the Babao Network). 

Please see the modified version. 

Q16: Line 283: “due to spatial resolution” is a superficial reasoning. Insightful clarification should be 

given. 

A16: Thank you very much for your suggestions. For a detailed discussion, please refer to the revised 

version (Section 4.4: Uncertainty) 

Q17: Line 291: here appears ‘process of vegetation growth’. SMAP SM data are subject to vegetation 

cover, which is known in the field, but the authors failed to address it. 

A17: Thank you very much for your suggestions. It was deleted. 

 

Q18: Line 295: “little variation”? change the words. 

A18: Thanks for your advice! It has been modified. (Line 429) 

Q19: There are too many “some” in text. Vague expression. 

A19: Thank you very much for your suggestion. The unnecessary "some" of the manuscript have been 

deleted. Some expressions are also further modified. 

Q20: Line 327: strange subtitle. 



A20: Thank you very much for your suggestion. It is modified to “Variable importance assessment”. 

(Line 469) 

Q21: Line 335: “influence of soil texture (sand, silt and clay) is relatively weak, but it cannot be 

completely ignored.”. why? 

A21: Thank you very much for your suggestion. It caused some ambiguity and we deleted the latter part. 

(Line 424) 

Q22: Line 347: IncNodePurity? What is it? 

A22: Thank you very much for your suggestion. It reflects an important indicator, and we added its full 

spelling. (Line 436) 

Q23: Line 350: various noises? How many? 

A23: Thank you very much for your suggestion. My expression was not clear, we deleted this sentence. 

(Line 450) 

Q24: Line 367: mainly significantly. Remain one. 

A24: Thank you very much for your suggestion. “mainly” was modified to "more" 

Q25: Line 382-383: delete it. 

A25: Thank you very much for your suggestion. It has been removed. 

Q26: Line 391: “a framework was proposed”? It does not make sense. 

A26: Thank you very much for your suggestion. “a framework” was modified to "an approach".( Line 

523) 

Finally, thanks a lot for your careful review and invaluable advices. Looking forward to the 

opportunity to learn from you! I also made some other revisions, please refer to other review results. 

Looking forward to your next suggestions. Thank you! 

 

 

 

 

 



Dear Reviewer #3 (EC1) 

Thank you for your comments and suggestions. First of all, we are so sorry for taking so long time 

to reply to you. We are also aware of many problems in our manuscript. We have tried our best to revise 

our manuscript according to the comments. Below are your questions and suggestions: 

(1) 69 there is no such thing as "inefficient samples". Do you mean "insufficient samples"? 

A1: Thank you for your suggestion. It should be “inefficient sampling”. It mainly refers to less scientific 

or reasonable sample sets. (Line 74) 

(2) 83 unclear expression "Considering the role of SM in the ecological environment" -- "for ecology" 

or "for the environment" 

A2: Sorry for the unclear expression. The "ecological environment" was changed as "terrestrial 

ecosystems". (Line 95) 

(3) l. 96 add reference to Figure 1. All figures must be referred to in the text. (this reference only appears 

in line 136) 

A3: Thank you very much for your suggestions. We have added it in the Section 2.1 (Lines 109 and 110). 

Please see the revised version. 

(4) general comment, page 4: it would be helpful to add a figure showing the precipitation climatology 

of the region and its variability rather than only showing the topography. This would allow readers to 

evaluate the geographic patterns of the SM results. 

A4: Thank you very much for your suggestions. A figure showing the annual mean precipitation is added 

in Figure 1. Please see the revised version. 

 (5) 144 following: to facilitate comparison of dataset resolutions, please convert all resolutions to km. 

Example: "It has a spatial resolution of 0.25 degrees (~28 km)". Also use the degree symbol consistently. 

A5: Thank you very much for your suggestions. This modification is implemented in the full text. Please 

see the revised version. 

(6) sections 2.2.2 to 2.2.4: please include more details about the datasets, such as spatial resolution, time 

span covered and hints about the evaluation of their quality. 

A6: Thank you very much for your suggestions. We added some content about these products, and the 

temporal and spatial resolutions of these products are described in detail. Please see the revised version. 

(7) Figure 2: what is a "set dataset"? I only know the terms "validation dataset" and "test dataset" 

A7: Thank you very much for your suggestions. It is described wrong, and it should be training set and 

test set. We have modified it. Please see the revised version. 



(8) section 2.3.2: please define the target data product more more clearly. The section is named 

"downscaling", but the text describes a coarsening of resolution (to 36 km) and a functional 

mapping/regression from predictor variables to the predictant. What is the output resolution and how is 

this *downscaled*? 

A8: Thank you very much for your suggestions. The downscaling process is described in more detail in 

the revised version. The process is divided into: the construction of 16-day regression model, prediction 

of 1-km daily SM product. Please refer to the revised version. 

(9) 202: how was the data split done? Given that there is substantial memory in the system and some data 

are used with a temporal resolution of 16 days, a simple random sampling approach is invalid as it will 

lead to overoptimistic validation results. This issue is discussed for example in Schultz et al., 2021, 

https://royalsocietypublishing.org/doi/10.1098/rsta.2020.0097. 

A9: Thank you very much for your suggestions. Based on the previous research 

(https://doi.org/10.1016/j.rse.2014.02.015; https://doi.org/10.1016/j.rse.2019.111261; 

https://doi.org/10.1016/j.rse.2021.112646 ), we have improved this work. Stratified sampling 

considering the date of sample acquisition within 16 days was applied to split the training and test sets 

which means the number of training and test samples taken each day is equal. In addition, to ensure that 

the training and test sets of stratified sampling do not differ too much, the Kolmogorov-Smirnov (KS) 

test is adopted to test the distribution consistency of them. Based on this new samples, the model was re-

run, and the results throughout the article were subject to change. Please see the revised manuscript for 

all revisions. 

(10) section 3.2: please add more quantitative evaluation results. There are many statements like "good" 

or "poor", but it remains unclear according to which target criterion these quality indicators are given. 

For example, what is an acceptable R2 value in your view and why? 

A10: Thank you very much for your suggestions. We have made a lot of modifications to Section 3.2. 

First, more quantitative evaluation results was added (Line 301). Second, in order to verify more 

scientifically, a figure (Figure 8: Comparison of gridded products and in situ observation SM of the Maqu 

Network) was added, and it shows that our simulation results have better accuracy compared to other 

products. Third, about R, we added the content "R greater than 0.6 and 0.8 indicates there is a reliable 

and strong correlation (Akoglu, 2018)" in Section 3.1 (Line 307). Fourth, there are some problems with 

the Figure 5, and The R values of the test set are not all greater than 0.8. The new results are all from 

new simulation results. 

(11) l. 303: language. What does this mean "The average SM of the ERA5 products is polarised"? 

A11: Sorry for my unscientific expression. What we mainly want to express is that: The average SM is 

significantly overestimated in the southern part of the study area, and underestimated in some areas in 

the northern of the study area. We have made some modifications (Line 431). 

(12) section 4.1: be aware that there is a fine difference between the influence of a physical quantity on 

the target variable and the importance of input variables for the model regression. The latter can depend 

https://doi.org/10.1016/j.rse.2014.02.015
https://doi.org/10.1016/j.rse.2019.111261
https://doi.org/10.1016/j.rse.2021.112646


on the model architecture, data preprocessing and normalisation and other factors which have nothing to 

do with the cause-effect relationships in the real world. The text is ok as is, but it may help readers to 

assess the relevance of your results if you alert them to this point. 

A12: Thank you very much for your suggestions. Due to the variables obtained in this study come from 

multiple data sources, data preprocessing can make errors, which I have added it in section 4.1 (Line 

473).  

 (13) l. 350: The sentence "The simulation results of long time series will inevitably suffer the 

interference of various noises." is meaningless and not based on a sound mathematical concept from 

statistics. 

A13: Thank you very much for your suggestions. It has been modified. 

(14) l. 356 remove "even" before "smaller" 

A14: Thank you very much for your suggestions. It has been deleted. 

(15) general comment on section 4.2 and also methods section: your statements about the quality of 

individual ML models are not supported by the evidence shown in the paper. 

A15: Thank you very much for your suggestions. We have made some modifications. The results of RF 

and XGB were compared with the combined result (Table 4 and Figure 8), and the combined result is 

better compared to a single model. Please see the revised manuscript for all revisions. 

(16) Information is missing about the detailed set-up of these ML models. Otherwise you might be 

comparing apples and oranges, for example if a very small ANN is compared to an RF with many trees 

and branches. Have you done any ablation studies to find the optimum set-up for each ML method? 

Furthermore, the discussion would benefit from a somewhat more elaborate reflection about why a 

certain ML model performs better or worse for certain seasons, groups of stations, etc. 

A16: Thank you very much for your suggestions. We tuned the hyperparameters in the process of doing 

this work, but this manuscript did not describe in detail. In the new version, we describe the parameter 

tuning process in more detail. Please refer to Attachment (Part 2: Hyperparameter Optimization Results).  

In addition, regarding the difference in seasons, we think that it is mainly affected by the sample size 

(Line 344), and we also added discussion in the new version (Line 529). 

 (17) section 4.3 How do these results relate to the variable importance analysis presented in Figure 12? 

The variable importance analysis is mainly for the predictors, and their can reflect the status of SM. 

Meteorological factors are the driving factors for SM. We have expressions in the new version. (Line 

513) 

 



 

Finally, thanks a lot for your careful review and invaluable advices. The version I trust again can 

meet your requirements. If that is not enough, seven of your suggestions; if possible, I am eager for this 

manuscript to be re-reviewed. Looking forward to the opportunity to learn from you! I also made some 

other revisions, please refer to other review results. 

 Looking forward to your next suggestions. Thank you! 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Dear Reviewer #4 (CC1) 

Thank you for your comments and suggestions. Based on your suggestion, we have made certain 

revisions to the manuscript. The first is to describe the XGB algorithm in more detail. The second is to 

discuss the deficiencies of the RF algorithm in more detail. The main revisions include the following: 

(1) Introduction: Added description of shortcomings of RF algorithms. (Line 76-84) 

(2) Methods: Added the description of the main formula of the XGB algorithm. (Line 205-513) 

(3) Result 1: Added the comparison results using boxplots for all SM products and in situ observed 

SM. (Line 343 and Figure 8) 

(4) Result 2: We added the RF-based and XGB-based downscaled SM in Figure 11. (Line 361) 

 

Looking forward to your next suggestions. Thank you! 

 


