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Reviewer #1

This manuscript was trying to derive a new time-series (every five-year interval from 1985 to 2020) impervious surface dataset from Landsat imagery with the aid of the Google Earth Engine (GEE) platform. The authors divided the land surface into 961 5°×5° geographical tiles, and used random forest classifiers to identify impervious surfaces in each tile and period. Then they adopt a temporal consistency correction method to smooth the independent results classified during different five-year periods. A satisfactory performance was claimed (an overall accuracy of 91.5% and a kappa coefficient of 0.866) using more than 18 thousand validation samples. However, there are a number of concerns on the framing and introduction, the scientific contribution to literature and current datasets, the clarity of the methodology and results, and most importantly, the validation of the derived dataset. Below I highlight these key areas.

Great thanks for the detailed and useful comments. The manuscript has been greatly improved according to your and another reviewer’s comments.

The frame of the introduction

In the introduction, the authors reviewed many previous studies and existing impervious surface products, and summarized a series of existing problems, such as significant inconsistency and uncertainty within existing datasets (L65-69), the monitoring efficiency of the time-series change detection strategy being very low (L81-82, not necessarily true), image classification strategy performing well but collecting training samples being time-consuming and labor-intensive (L94-95). However, all these problems raised are not solved in the current version of manuscript and the objective of this study is missing. Are the authors going to reduce the uncertainty in inconsistent areas, or trying to improve the efficiency of the classification procedure?

Great thanks for pointing out the issue. Yes, we raised a lot of problems after reviewing many previous studies and existing impervious surface products. In this study, we proposed a novel and automatic method to improve the efficiency of the classification procedure and then produced an accurate global 30 m impervious surface dynamic datasets.

Firstly, the problem of significant inconsistency and uncertainty within existing datasets in the Introduction section has been removed and revised as:

In recent years, with the continuous improvement of remote sensing techniques as well as computer storage and computing capabilities, global impervious surface monitoring has been undergoing a transition from the coarse spatial resolution of 1 km to the fine resolution of 30/10 m (Corbane et al., 2020; Gong et al., 2020; Liu et al., 2018; Liu et al., 2020b; Schneider et al., 2009; Zhao et al., 2020; Zhou et al., 2018). Specifically, coarse impervious surface products primarily use time-series nighttime light datasets (including DMSP and VIIRS NTL imagery) (Xie and Weng, 2017; Zhao et al., 2020) and MODIS imagery (Huang et al., 2020; Schneider et
al., 2010) to capture global impervious surface dynamics; for example, Huang et al. (2021) used a fully automated mapping method to produce global 250 m urban area products for 2001 to 2018 using time-series MODIS imagery. Zhou et al. (2018) used the Defense Meteorological Satellite Program Linescan System’s nighttime light data to develop temporally and spatially consistent global 1 km urban maps for 1992 to 2013. Although these coarse global impervious surface dynamic products could capture global urban expansion trends, they are unsuitable for many regional applications, because a large quantity of broken and small-sized impervious surfaces are missed in coarse remote sensing imagery (Gong et al., 2020). Recently, benefiting from the improvements and maturity of cloud computing platforms (such as Google Earth Engine (Gorelick et al., 2017)), many global 30 m multitemporal impervious surface products have been produced using long time-series Landsat imagery (Florczyk et al., 2019a; Gong et al., 2020; Liu et al., 2018; Liu et al., 2020b). Liu et al. (2021a) comprehensively reviewed current seven global 30 m impervious surface products, and found only four products could capture the impervious expansion at the long time-series. Specifically, Liu et al. (2018) proposed a new index to develop multitemporal global 30 m urban land maps for 1990 to 2010 with 5-years intervals, but the products suffered the low producer’s accuracy and user’s accuracy of 0.50–0.60 and 0.49–0.61. Gong et al. (2020) used a combination of “exclusion–inclusion” and “temporal check” methods to generate the first annual global 30 m artificial impervious surface area dataset for 1985 to 2018, but the cross-comparisons in the Zhang et al. (2020) found that this annual dataset achieved great performance on mega-cities but suffered the underestimation problems in the rural areas. The global human settlement layer (GHSL) monitored the impervious dynamic from 1975 to 2015 (Florczyk et al., 2019b), but it suffered the overestimation problems at early stage and also missed the fragmented impervious objects (Gong et al., 2020). Therefore, an accurate global 30 m impervious surface dynamic product, which could accurately capture the spatiotemporal dynamic of various impervious objects including cities and rural, is still urgently needed.

Then, the objective of the manuscript was to propose a novel method for automatically monitoring impervious surface dynamics at long time-series and then produce an accurate. The Introduction section about the objective of this study has been revised and added as:

“To solve the time-consuming and manual participation problems for collecting massive training samples, many studies have proposed to derive training samples from existing land-cover products after using a series of refinement rules, and successfully produced the large-area land-cover maps with fulfilling performances (Zhang and Roy, 2017; Zhang et al., 2021; Zhang et al., 2019). For example, Zhang and Roy (2017) derived the training samples from time-series MCD12Q1 land-cover products and then used the derived samples for generating the 30 m land-cover maps with the overall accuracy of 95.44% over the whole America. Similarly, Zhang et al. (2021) combined the CCI LC land-cover products and time-series MCD43A4 to extract the confidence training samples and then produced the global 30 m land-cover products with the overall accuracy of 82.5%. However, it should be noted that the derived samples usually selected these spatiotemporal stable pixels as candidate samples for ensuring the confidence of training samples. Namely, these changed information cannot be captured using this derived strategy. In addition, the spectral generalization strategy had also been demonstrated to have great performance for automatic land-cover mapping (Phalke and Özdoğan, 2018; Wessels et al., 2016; Woodcock et al., 2001; Zhang et al., 2019). For example, Zhang et al. (2019) used the training spectra from MCD43A4 products to classify the multitemporal Landsat imagery in China with the overall accuracy of 80.7%. However, the spectral generalization strategy usually needed the prior reference training spectra to build the generalized classifier.
Mapping of impervious surface is a challenging task due to its high spatiotemporal heterogeneity. In this study, we proposed a novel and automatic method by combining the advantages of spectral generalization and automatic sample extraction strategy for monitoring time-series impervious surface dynamics. Specifically, we derived the training samples from prior land-cover products to solve the time-consuming and manual participation problems for manually collecting massive training samples. Then, we combined the derived training samples with the temporally spectral generalization to independently mapping impervious surfaces at long time-series. Next, a spatiotemporal consistency correction method was applied to the independent impervious surface maps to minimize the effects of classification errors and ensure the spatiotemporal consistency of the final dynamic impervious surface dataset. Finally, we produced an accurate and novel global 30 m impervious surface dynamic dataset (GISD30) from 1985 to 2020 by combining the proposed method and Google Earth Engine cloud computing platform, which also provide vital support for monitoring regional or global urbanization and performing related tasks.”

There have been already several impervious surface products available, and why the authors still tried to derive a new one?

Great thanks for pointing out the issue. The reasons why we derive a new impervious dynamic dataset has been revised as:

“many global 30 m multitemporal impervious surface products have been produced using long time-series Landsat imagery (Florczyk et al., 2019a; Gong et al., 2020; Liu et al., 2018; Liu et al., 2020b). Liu et al. (2021a) comprehensively reviewed current seven global 30 m impervious surface products, and found only four products could capture the impervious expansion at the long time-series. Specifically, Liu et al. (2018) proposed a new index to develop multitemporal global 30 m urban land maps for 1990 to 2010 with 5-years intervals, but the products suffered the low producer's accuracy and user's accuracy of 0.50–0.60 and 0.49–0.61. Gong et al. (2020) used a combination of “exclusion–inclusion” and “temporal check” methods to generate the first annual global 30 m artificial impervious surface area dataset for 1985 to 2018, but the cross-comparisons in the Zhang et al. (2020) found that this annual dataset achieved great performance on mega-cities but suffered the under-estimation problems in the rural areas. The global human settlement layer (GHSL) monitored the impervious dynamic from 1975 to 2015 (Florczyk et al., 2019b), but it suffered the overestimation problems at early stage and also missed the fragmented impervious objects (Gong et al., 2020). Therefore, an accurate global 30 m impervious surface dynamic product, which could accurately capture the spatiotemporal dynamic of various impervious objects including cities and rural, is still urgently needed.”

The text in the last paragraph of the introduction “The aim of the study was to automatically produce an accurate and novel global 30 m impervious surface dynamic dataset (GISD30) for 1985 to 2020…” (L.102-104) is more like a task rather than a study to solve particular scientific problem(s). I suggest that in the introduction the authors need to focus more on the what is/are the most urgent problem(s) in current studies, what are the main challenges behind these problems, and why the proposed methods / strategies are capable of solving these problems.

Great thanks for the suggestion. Based on the suggestion, the last paragraph has been revised as:

“Monitoring impervious surface dynamics is a challenging and time-consuming task due to its high spatiotemporal heterogeneity. In this study, we proposed to a novel and automatic method by combining the
advantages of spectral generalization and automatic sample extraction strategy for monitoring time-series impervious surface dynamics. Specifically, we derived the training samples from prior land-cover products to solve the time-consuming and manual participation problems for manually collecting massive training samples. Then, we combined the derived training samples with the temporally spectral generalization to independently mapping impervious surfaces at long time-series. Next, a spatiotemporal consistency correction method was applied to independent impervious surface maps to minimize the effects of classification errors and ensure the reliability and spatiotemporal consistency of the final dynamic impervious surface dataset. Finally, we produced an accurate and novel global 30 m impervious surface dynamic dataset (GISD30) from 1985 to 2020 by combining the proposed method and Google Earth Engine cloud computing platform, which also provide vital support for monitoring regional or global urbanization and performing related tasks.”

The methodology

1. As described in L135, the authors extracted the impervious surfaces in 2020 from the GLC_FCS30-2020 (Zhang, et al., 2021) and used it as a baseline to derive the time-series impervious surfaces from 1985 to 2020. It is not clear what is the difference between this extracted impervious surface layer and the impervious surfaces derived by the authors. Is the extracted impervious surface layer directly used as the result for period of 2015-2020?

Great thanks for the comment. It is different between the derived impervious surface maps during 2015-2020 and the prior impervious surface layer in GLC_FCS30-2020. Specifically, the impervious layer in GLC_FCS30-2020 was only one of dataset to derive impervious surface training samples and the maximum impervious surface extents, while the derived impervious surface map during 2015-2020 was developed by the local adaptive classification models and then optimized by the temporal consistency checking algorithm. The explanation has been added in the revised manuscript as:

It should be noted that the impervious surface layer in the GLC_FCS30-2020 dataset, which was independently produced by combining multisource and multitemporal remote sensing imagery and achieved an overall accuracy of 95.1% and a kappa coefficient of 0.898 (Zhang et al., 2020), was not used as the result for period of 2015-2020 in the final results, instead, only used as the prior dataset for deriving training samples and determining the broadest extents.

2. The authors mentioned plenty times of their previous studies in the methodology section, such as Zhang et al., 2018, Zhang et al., 2019, Zhang et al., 2020, and Zhang et al., 2021. I am aware that the method used in this manuscript was developed based upon their previous ones. But most of these descriptions should be moved to the introduction and leave only the most original ones in the methodology section. Again, many discussions on other previous studies are found in the methodology section, too. They should also be moved to the introduction. In the current version, I can hardly see the core method proposed by the author or the adaptations/modifications of previous methods to derive time-series impervious surface.

Great thanks for the comment. According to the suggestion, the previous works have been moved to the introduction. The method section has been totally improved and rewritten as:

To achieve the automatic monitoring of the spatiotemporal dynamics of impervious surfaces, we proposed to transfer the pervious samples in 2020 to other periods by the irreversible assumption, and simultaneously migrated the impervious reflectance spectra in 2020 to other periods using spectral generalization strategy. The
key steps of the novel method were: 1) deriving training samples and maximum impervious surface extents from the prior GLC_FCS30-2020 land-cover products and other impervious surface products; 2) multitemporal imagery composting and relative radiometric normalization, which guarantees the feasibility of migrating the reflectance spectra of impervious surfaces in 2020 to other periods.

3.1.1 Deriving training samples and maximum impervious surface extents from existing products

As opposed to the traditional method of collecting training samples based on visual interpretation, in this study, the global training samples, including those of the impervious surface and the pervious surface, were automatically derived from the prior GLC_FCS30-2020 land-cover products and other prior impervious surface products by using a series of refinement rules. The reasons why we mainly chose the GLC_FCS30-2020 as the reference dataset were because: 1) the impervious surface layer in the GLC_FCS30-2020 was independently produced by combining multisource and multitemporal imagery with the high user’s accuracy of 93.2% and a producer’s accuracy of 94.8% (Zhang et al., 2020); 2) the other pervious land-cover types in the GLC_FCS30-2020 also achieved a great performance with the overall accuracy 82.5%. Specifically, we firstly determined the maximum impervious surface extents and impervious training samples from prior products. Although the impervious layer in GLC_FCS30-2020 had an omission error of only 5.2% (Zhang et al., 2020), we still combined multiple global 30 m impervious surface products (GAIA-2018 (ISgaia), GHSL-2014 (ISghsl), impervious layer in the GlobeLand30-2020 (ISglobeanda30) and GLC_FCS30-2020 (ISglc.fcs30)) to capture all the impervious surfaces as effectively as possible. Namely, the maximum impervious surface extents (ISmax), derived via the union of these four global impervious surface products (formula (1)), was used as the maximum boundary of subsequent time-series classifications.

\[
IS_{\text{max}} = IS_{\text{gaia}} \cup IS_{\text{ghsl}} \cup IS_{\text{globeanda30}} \cup IS_{\text{glc.fcs30}} \quad (1)
\]

Then, as for how to derive impervious training samples, the GAIA and GHSL datasets were demonstrated to suffer the problem of missing these fragmented impervious objects (such as: rural villages, roads) (Sun et al., 2019), so the intersection operation was only applied to the impervious layer in the GlobeLand30-2020 (ISglobeanda30) and GLC_FCS30-2020 (ISglc.fcs30) to comprehensively capture impervious samples in both cities or small villages and minimize the effect of commission error in this two products. Afterwards, as the transition areas between two different land-cover types had high probability of being misclassified (Radoux et al., 2014), the spatial homogeneity of each candidate impervious sample was calculated using a local window of 3x3:

\[
P_{x,y} = \frac{1}{N} \left[\sum_{x=1}^{3} \sum_{y=1}^{3} I(L_{x,y} = L_{\text{imp}})\right] \quad (2)
\]

where \(P_{x,y}\) denotes the spatial homogeneity of candidate pixel \(L_{x,y}\), \(L_{\text{imp}}\) represents the label value of impervious surface, and the \(I(L_{x,y} = L_{\text{imp}})\) is the indicator function and \(N\) is the size of the local window size. In this study, we only retained these spatial homogeneity candidate impervious samples. Namely, if the \(P_{x,y}\) of candidate pixel was less than 1, the candidate impervious sample would be discarded.

As we have combined four prior 30 m impervious surface products to determine the maximum impervious surface extents in 2020 (IS\(_{\text{max}}\)), the remaining areas outside IS\(_{\text{max}}\) were considered as pervious surfaces (PS\(_{\text{condi}}\)). However, due to the complicated makeup and spectral heterogeneity of impervious surfaces, some pervious surface types such as: bare land, grassland and cropland would be spectrally confused with the impervious surfaces. For example, bare land was spectrally similar to the high-reflectance impervious surfaces because composition materials of the impervious surface, including the cement bricks and stone, were also present in the bare land. Meanwhile, cropland was also easily confused with impervious surfaces, especially in
the cases of some rural buildings (Sun et al., 2019), because both are composed of low-reflectance vegetation and high-reflectance artificial materials or bare soil. Therefore, we proposed to further split $PS_{condi}$ into three sub-classes (cropland, bare land and others) by using the GLC_FCS30-2020. Meanwhile, the spatial homogeneity checking (formula (2)) was also applied to each $PS_{condi}$ sample to minimize the confusions in these land-cover transition areas.

Although we used refinement rules to extract high confidence training samples, the volume of candidate training points (including impervious surface and pervious surfaces) was still large especially for the pervious samples. Some studies have quantitatively demonstrated that the distribution, balance and size of training samples affect the classification accuracy (Jin et al., 2014; Mellor et al., 2015; Zhu et al., 2016). In this study, as the impervious surface was sparser than other pervious surfaces (cropland, bare land and others) in term of global total distribution areas, the training samples with equal allocation were used to guarantee training sample balance and to capture the spectral heterogeneity of impervious surfaces as effectively as possible. Namely, the ratio of impervious samples and pervious samples was close to 1:3. In addition, the spatial distribution of impervious surfaces greatly varies in different regions, therefore, if we derived training samples on a global scale, the continents with more sparse impervious surfaces (South America, Africa and Oceania) would lack sufficient samples to characterize their impervious surfaces. In order to further ensure that the training samples were locally adaptive, we adopted the tiled solution used in (Zhang et al., 2021), splitting the global land-area into approximately 961 5°×5° geographical tiles (Figure 4), and independently deriving training samples for each geographical tile. As for the sample size in each tile, Zhu et al. (2016) quantitatively demonstrated that the mapping accuracy first increased and then stabilized with the increase of the sample size and suggested a minimum of 600 training samples and a maximum of 8000 training samples per class. In this study, the sample size was about 5000 for each class, and the ratio between impervious surfaces and pervious surfaces was 1:3.

3.1.2 Multitemporal imagery composting and relative radiometric normalization

As our previous work (Zhang et al. (2020)) had quantitatively demonstrated that multitemporal information made a positive contribution to large-area impervious surface mapping, and the availability of Landsat imagery varied with the spatial distribution in Figure 1, it was necessary to decompose the time-series Landsat imagery into multitemporal features. According to the reviews in the Gomez et al. (2016), there were two main options—“selection-based” and “transform-based”—for extracting multitemporal information from time-series imagery. The “selection-based” option was to use user-defined criteria to select the most suitable observation from the time-series imagery, so the composited imagery still contained the characteristics of surface reflectance. For example, the maximum NDVI (Normalized Difference Vegetation Index) compositing method was to select the observation with the largest NDVI value from time-series observations. While the “transform-based” method was to use the transform models (Fourier transform, mathematical statistics, etc.) to transform the time-series observations into new variables band by band, for example, the widely used quantile compositing method was to transform the time-series spectra into several quantiles based on the ranking of the values. Therefore, the composited imagery derived by the “transform-based” strategy cannot represented the actual characteristics of surface reflectance at wavelength dimension.

As we needed to migrate the reflectance spectra of impervious surfaces in 2020 to other periods, the “selection-based” strategy was the optimal solution for spectral generalization. To select the user-defined criteria to composite the multitemporal features, given that the best-available-pixel (BAP) method could simultaneously take into account four factors (sensor type, day of year, distance to cloud or cloud shadow and aerosol optical thickness (White et al., 2014)), it has been widely used for generating annual or seasonal cloud-
free composited imagery (Chen et al., 2021; Liu et al., 2019). In this study, in order to capture the multitemporal information from the time-series Landsat imagery, the seasonal BAP composited method, which applies the BAP compositing approach for each season, was used on time-series Landsat imagery in each period. Therefore, we derived four sets of seasonally composited Landsat imagery for each period. It should be noted that we categorized the time-series Landsat imagery from 1982 to 2020 into 8 periods with the interval of 5 years corresponding to the Figure 1. It should be noted that we assumed that the land-cover in those areas with missing would remain stable during this period.

Meanwhile, for each seasonally composited imagery, excluding those in six optical bands (blue, green, red, NIR, SWIR1 and SWIR2), three spectral indexes, including the normalized difference built-up index (NDBI), normalized difference water index (NDWI) and normalized difference vegetation index (NDVI), were also imported, because NDBI was a good indicator of impervious surface and bareland, NDVI was sensitive to the vegetation, and NDWI was one of the most popular indices for mapping water bodies. Eventually, a total of 36 multitemporal spectral features were derived for four seasonal composites.

\[
\text{NDBI} = \frac{\rho_{\text{swir1}} - \rho_{\text{nir}}}{\rho_{\text{swir1}} + \rho_{\text{nir}}}, \quad \text{NDWI} = \frac{\rho_{\text{green}} - \rho_{\text{swir1}}}{\rho_{\text{green}} + \rho_{\text{swir1}}}, \quad \text{NDVI} = \frac{\rho_{\text{nir}} - \rho_{\text{red}}}{\rho_{\text{nir}} + \rho_{\text{red}}}
\]

Afterwards, the prerequisite for temporally spectral generalization was the consistency between reference imagery and unclassified imagery. In this study, some measures were taken to ensure the highest possible spectral consistency in the Landsat composited imagery for the reference period and other periods: 1) the “selection-based” strategy was applied to ensure that the composited imagery could characterize the reflective characteristics of the land surface; 2) the seasonal BAP method was used to guarantee the phenological consistency of each set of seasonally composited imagery. However, there was still a small difference in the spectral response between Landsat sensors (TM, ETM+ and OLI) (Roy et al., 2016), and some factors (including the number of available Landsat observations, frequency of cloud and shadow, etc.) caused small temporal difference in the seasonal composites between the reference imagery and unclassified imagery. Therefore, we used the relative radiometric normalization method to further ensure the spectral consistency between reference and unclassified imagery. Specifically, as we migrated the reflectance spectra of impervious surfaces in 2020 to other periods, the seasonal composites in 2020 were the dependent variables \(\rho_{RS,ij}(\lambda_t)\):

\[
\rho_{RS,ij}(\lambda_t) = \alpha_i \times \rho_{LS,ij}(\lambda_t) + \beta_i \quad (4)
\]

where \(\rho_L(\lambda_t)\) is the surface reflectance in band \(\lambda_t\) in the period \(t\) \((t = 1985, 1990, ..., 2015)\), \(S_j\) represents the seasonal composites in different seasons, and \(\alpha_i\) and \(\beta_i\) denote the slope and intercept of the linear regression model.

3. Perhaps I missed it but I couldn’t see how many training samples the authors used to calibrate the random forest classifier in each 5°×5° tile and five-year interval.

Thanks for the comment. The sample size in each geographical tile was missed in the previous manuscript. Actually, the sample size in each tile was approximately 20,000 when the local region simultaneously contained the impervious surfaces, bare land, cropland and other pervious land-cover types. In the revised manuscript, we added the sample size in each tile as:

“As for the sample size in each tile, Zhu et al. (2016) quantitatively demonstrated that the mapping accuracy first increased and then stabilized with the increase of the sample size and suggested a minimum of 600 training samples and a maximum of 8000 training samples per class. In this study, the sample size is about 5000 for each class, and the ratio between impervious surfaces and pervious surfaces is 1:3.”
Meanwhile, we only derived training samples one time in 2020 excluding other periods, because we transferred the pervious samples in 2020 to other periods using the land-cover irreversible assumption, then, we proposed to temporally generalize the reflectance spectra of impervious surfaces in 2020 to other periods after relative radiometric normalization to solve the lack of samples for impervious surfaces before 2020. We combined the temporally spectral generalization and deriving training samples from existing products to achieve the automatically monitoring impervious surface dynamics. It has been added in the Section 3.2 as:

“Based on the assumption that the land-cover transition from impervious surface to pervious surface was irreversible, the derived pervious samples in 2020 (Section 3.1.1) would be directly transferred to other periods, but the impervious surface samples in 2020 cannot be transferred. To solve the lack of samples for impervious surfaces before 2020, we normalized the reflectance spectra of impervious surfaces in other epochs to those in 2020 using the relative radiometric normalization method (Section 3.1.2)”

4. According to the manuscript, the global training samples were automatically collected from the GLC_FCS30-2020 land-cover product. Did the authors check the reliability of the labels in these training samples? Even though a high accuracy was achieved in this GLC_FCS30-2020 product, false labels still exist when the training samples are located in incorrect detected areas (impervious surfaces, cropland, bare land, and other pervious surfaces). These training samples with false label can directly bias the classifiers which were later on used to identify the time-series impervious surfaces.

Great thanks for the comment. Yes, we have checked the reliability of the confidence of these training samples, and found that these derived impervious training samples in 2020 achieved the overall accuracy of 95.52% in the Section 5.1. As for the erroneous training samples, we have added the qualitative analysis of the relationship between overall accuracy and impervious producer’s accuracy with the percentage of erroneous training samples in the Section 5.1 as:

In order to assess the accuracy of all training samples, we randomly selected 10,000 impervious surface samples from the global sample pool, and the 10,000 random samples were interpreted by visual interpretation. The validation result showed that these impervious training samples achieved an overall accuracy of 95.52% in 2020. To demonstrate whether the erroneous training samples can affect the performance of the classifiers, we gradually increased the percentage of erroneous training samples with the step of 1% and then repeated 100 times in Figure 16, it can be found that the local adaptive random forest models had great performance to be resistant to noise and erroneous training samples, and the overall accuracy and impervious surface producer’s accuracy kept stable when the percentage of erroneous training samples were controlled within 40% and then obviously decreased after exceeding the threshold. Similarly, Gong et al. (2019b) also found that the overall accuracy kept stable when the percentage of erroneous training samples was within 20%. Therefore, the training samples derived in Section 3.1 were accurate enough for monitoring impervious surface dynamics.
Besides, the equation in L264 is unnumbered, and it is the only equation throughout the manuscript. I believe this is not rigorous enough for a manuscript considering for publication in ESSD. I suggest the authors add more equations to better describe the techniques used in this study.

Great thanks for the comment. The formula number has been added. Based on your suggestion, the method section has been totally improved and rewritten and more equations has been added in the revised manuscript as:

**Section 3.1.1**

Specifically, we firstly determined the maximum impervious surface extents and impervious training samples from prior products. Although the impervious layer in GLC_FCS30-2020 had an omission error of only 5.2% (Zhang et al., 2020), we still combined multiple global 30 m impervious surface products (GAIA-2018 \( IS_{gaia} \), GHSL-2014 \( IS_{ghsl} \), impervious layer in the GlobeLand30-2020 \( IS_{globeland30} \) and GLC_FCS30-2020 \( IS_{glc_fcs30} \)) to capture all the impervious surfaces as effectively as possible. Namely, the maximum impervious surface extents \( IS_{max} \), derived via the union of these four global impervious surface products (formula (1)), was used as the maximum boundary of subsequent time-series classifications.

\[
IS_{max} = IS_{gaia} \cup IS_{ghsl} \cup IS_{globeland30} \cup IS_{glc_fcs30}
\]  

(1)

Then, as for how to derive impervious training samples, the GAIA and GHSL datasets were demonstrated to suffer the problem of missing these fragmented impervious objects (such as: rural villages, roads) (Sun et al., 2019), so the intersection operation was only applied to the impervious layer in the GlobeLand30-2020 \( IS_{globeland30} \) and GLC_FCS30-2020 \( IS_{glc_fcs30} \) to comprehensively capture impervious samples in both cities or small villages and minimize the effect of commission error in this two products. Afterwards, as the transition areas between two different land-cover types had high probability of being misclassified (Radoux et al., 2014), the spatial homogeneity of each candidate impervious sample was calculated using a local window of 3x3:

\[
P_{x,y} = \frac{1}{N} \left[ \sum_{x=1}^{x+y} \sum_{y=1}^{x+y} I(L_{x,y} = L_{imp}) \right]
\]  

(2)
where $P_{x,y}$ denotes the spatial homogeneity of candidate pixel $L_{x,y}$, $L_{imp}$ represents the label value of impervious surface, and the $I(L_{x,y} = L_{imp} )$ is the indicator function and $N$ is the size of the local window size. In this study, we only retained these spatial homogeneity candidate impervious samples. Namely, if the $P_{x,y}$ of candidate pixel was less than 1, the candidate impervious sample would be discarded.

### Section 3.1.2

Meanwhile, for each seasonally composited imagery, excluding those in six optical bands (blue, green, red, NIR, SWIR1 and SWIR2), three spectral indexes, including the normalized difference built-up index (NDBI), normalized difference water index (NDWI) and normalized difference vegetation index (NDVI), were also imported, because NDBI was a good indicator of impervious surface and bareland, NDVI was sensitive to the vegetation, and NDWI was one of the most popular indices for mapping water bodies. Eventually, a total of 36 multitemporal spectral features were derived for four seasonal composites.

$$\text{NDBI} = \frac{\rho_{\text{swir1}} - \rho_{\text{nir}}}{\rho_{\text{swir1}} + \rho_{\text{nir}}}, \quad \text{NDWI} = \frac{\rho_{\text{green}} - \rho_{\text{swir1}}}{\rho_{\text{green}} + \rho_{\text{swir1}}}, \quad \text{NDVI} = \frac{\rho_{\text{nir}} - \rho_{\text{red}}}{\rho_{\text{nir}} + \rho_{\text{red}}}$$

(3)

Afterwards, the prerequisite for temporally spectral generalization was the consistency between reference imagery and unclassified imagery. In this study, some measures were taken to ensure the highest possible spectral consistency in the Landsat composited imagery for the reference period and other periods: 1) the “selection-based” strategy was applied to ensure that the composited imagery could characterize the reflective characteristics of the land surface; 2) the seasonal BAP method was used to guarantee the phenological consistency of each set of seasonally composited imagery. However, there was still a small difference in the spectral response between Landsat sensors (TM, ETM+ and OLI) (Roy et al., 2016), and some factors (including the number of available Landsat observations, frequency of cloud and shadow, etc.) caused small temporal difference in the seasonal composites between the reference imagery and unclassified imagery. Therefore, we used the relative radiometric normalization method to further ensure the spectral consistency between reference and unclassified imagery. Specifically, as we migrated the reflectance spectra of impervious surfaces in 2020 to other periods, the seasonal composites in 2020 were the dependent variables ($\rho_{R,S_j}(\lambda_i)$):

$$\rho_{R,S_j}(\lambda_i) = \alpha_i \times \rho_{t,S_j}(\lambda_i) + \beta_i$$

(4)

where $\rho_{t}(\lambda_i)$ is the surface reflectance in band $\lambda_i$ in the period $t$ ($t = 1985, 1990, ..., 2015$), $S_j$ represents the seasonal composites in different seasons, and $\alpha_i$ and $\beta_i$ denote the slope and intercept of the linear regression model.

### Section 3.2

Based on the assumption that the land-cover transition from impervious surface to pervious surface was irreversible, the derived pervious samples in 2020 (Section 3.1.1) would be directly transferred to other periods, but the impervious surface samples in 2020 cannot be transferred. To solve the lack of impervious surface samples before 2020, we normalized the reflectance spectra of impervious surfaces in other epochs to those in 2020 using the relative radiometric normalization method (Section 3.1.2). Specifically, we independently trained the classification models at each period using the generalized impervious reflectance spectra ($\text{TrainFeatures}_{IS2020}$) and the pervious samples ($\text{TrainFeatures}_{PS_t}$) as:

$$\text{TrainFeatures}_{PS_t} = \left[ \sum_{S_j} (\rho_b^t, \rho_g^t, \rho_r^t, \rho_{\text{nir}}^t, \rho_{\text{swir1}}^t, \rho_{\text{swir2}}^t, \rho_{\text{swir1}}^t, \rho_{\text{swir2}}^t, ndbi^{s_i^t}, ndvi^{s_i^t}, ndwi^{s_i^t}) \right]$$

(5)

$$\text{TrainFeatures}_{IS2020} = \left[ \sum_{S_j} (\rho_b^t, \rho_g^t, \rho_r^t, \rho_{\text{nir}}^t, \rho_{\text{swir1}}^t, \rho_{\text{swir2}}^t, ndbi^{s_i}, ndvi^{s_i}, ndwi^{s_i}) \right]$$
where $s_t$ denotes various seasonal composites and $t$ is the monitored period. It can be found that the $TrainFeatures_{PS_t}$ varies with the $t$, namely, the training spectra of pervious surfaces came from the unclassified imagery.

Lastly, as the time-series impervious surface products were produced by independent classification, it was necessary to use the post-processing method to optimize the time-series impervious products from 1985 to 2020 and minimize the influence of classification error. Over the past few years, many post-processing methods have been proposed, including maximum a posteriori Markov random fields (Cai et al., 2014) and temporal consistency checks (Li et al., 2015), both of which use contextual spatiotemporal information and prior knowledge to reduce the illogical land-cover transitions caused by classification error. In this study, the “temporal consistency correction” proposed by (Li et al., 2015) was applied to optimize our impervious time-series products. It mainly comprised procedures of spatiotemporal filtering and illogical transition checking, the former of which iteratively calculates the probability of the same land-cover pixels occurring in the neighborhoods within a 3×3×3 spatiotemporal window as:

$$P_{x,y,t} = \frac{1}{N} \left[ \sum_{x=x-1}^{x+1} \sum_{y=y-1}^{y+1} \sum_{t=t-1}^{t+1} I(L_{x,y,t}, t = L_{x,y,t}) \right]$$

(6)

where $L_{x,y,t}$ denotes the adjacent pixels in the spatiotemporal window, $L_{x,y,t}$ represents the label of the target pixel $(x, y)$ in the period of $t$, and $I(L_{x,y,t}, t = L_{x,y,t})$ is the indicator function. Usually, the value of $P_{x,y,t}$ could reflect the accuracy of $L_{x,y,t}$, namely, a higher value of $P_{x,y,t}$ means the high confidence of $L_{x,y,t}$. Therefore, the threshold of 0.5 for the $P_{x,y,t}$ (suggested by the Li et al., 2015) was applied to reduce the influence of classification error caused by individual classifications. If the $P_{x,y,t}$ for each impervious surface pixel was lower than 0.5, the corresponding label was adjusted as the opposite. Afterwards, the illogical transition checking mainly employed the irreversibility assumption to remove illogical transitions from impervious surface to pervious surface.

6. The authors said that they independently train the classification models at each period (L311-312). How did they collect the training samples and obtain the labels in period other than 2020?

Great thanks for the comment. The novelty of our method was to derive training samples one time in 2020 by combine temporally spectral generalization and deriving training samples from existing products for monitoring impervious surface dynamics. Specifically, we transferred the pervious samples in 2020 to other periods after relative radiometric normalization to solve the lack of impervious surfaces samples before 2020. The explanation has been added in the revised manuscript as:

Based on the assumption that the land-cover transition from impervious surface to pervious surface was irreversible, the derived pervious samples in 2020 (Section 3.1.1) would be directly transferred to other periods, but the impervious surface samples in 2020 cannot be transferred. To solve the lack of impervious surface samples before 2020, we normalized the reflectance spectra of impervious surfaces in other epochs to those in 2020 using the relative radiometric normalization method (Section 3.1.2). Specifically, we independently trained the classification models at each period using the generalized impervious reflectance spectra ($TrainFeatures_{IS_{2020}}$) and the pervious samples ($TrainFeatures_{PS_t}$) as:

$$TrainFeatures_{PS_t} = \left[ \sum_i \left( \rho_{b}^{s_i,t}, \rho_{g}^{s_i,t}, \rho_{r}^{s_i,t}, \rho_{nir}^{s_i,t}, \rho_{swir1}^{s_i,t}, \rho_{swir2}^{s_i,t}, ndvi^{s_i,t}, ndvi^{s_i,t} \right) \right]$$

(5)
TrainFeatures-IS_{2020} = \left[ \sum_{s_i} (\rho_b^{s_i}, \rho_g^{s_i}, \rho_{\text{nir}}^{s_i}, \rho_{\text{swir}}^{s_i}, \rho_{\text{swir}2}^{s_i}, ndbi^{s_i}, ndvi^{s_i}, ndwi^{s_i}) \right]

where \( s_i \) denotes various seasonal composites and \( t \) is the monitored period. It can be found that the TrainFeatures-PS_t varies with the \( t \), namely, the training spectra of pervious surfaces came from the unclassified imagery. It should be noted that there may not be cloud-free imagery available especially for the rainy season before 2000 in the tropical rainforest areas. In this case, we discarded this missed seasonal features when training the classification models, namely, the number of training features varied with the availability of Landsat observations.

7. How to deal with the situation where there is no Landsat imagery available? The author presented the availability of Landsat observation during each five-year interval (figure 1).

Great thanks for the comment. Firstly, as for these no Landsat observation areas, we assumed the land-cover in these areas would remain stable. According to our statistics in Figure 1, we found the missing Landsat observations during 1986 to 1995 mainly concentrated on the Northeast Asia where contained a small number of impervious surfaces, so the unchanged assumption had little effect in these time periods. Similarly, almost all existing time-series land-cover products (including impervious surface products, GAUD and GAIA) also used the assumption in those no observation areas. The assumption has been added in the Section 3.1.2 as:

It should be noted that we categorized the time-series Landsat imagery from 1982 to 2020 into 8 periods with the interval of 5 years corresponding to the Figure 1. Meanwhile, we also assumed that the land-cover in those no Landsat observation areas would remain stable during the period. Fortunately, the missing Landsat observations during 1986 to 1995 mainly concentrated on the Northeast Asia where contained a small number of impervious surfaces, so the unchanged assumption had little effect in these time periods.

However, the proposed method uses seasonally composited imageries as input features of the classifier (L243-247), and there may not be cloud-free imagery available especially for the rainy season before 2000 in the tropical rainforest areas.

Great thanks for the comment. Yes, there may not be cloud-free imagery available especially for the rainy season before 2000 in the tropical rainforest areas. In this study, we discarded the corresponding seasonal composites if there were no enough Landsat observations to derive the seasonal composites. Namely, we might use two or three seasonal composites (except for the rainy season) as the input features to train the classifiers. The statement has been added in the revised manuscript as:

Based on the assumption that the land-cover transition from impervious surface to pervious surface was irreversible, the derived pervious samples in 2020 (Section 3.1.1) would be directly transferred to other periods, but the impervious surface samples in 2020 cannot be transferred. To solve the lack of impervious surface samples before 2000 in the tropical rainforest areas. In this case, we discarded the corresponding seasonal composites if there were no enough Landsat observations to derive the seasonal composites. Namely, we might use two or three seasonal composites (except for the rainy season) as the input features to train the classifiers. The statement has been added in the revised manuscript as:

\[
\begin{align*}
\text{TrainFeatures-PS}_t &= \left[ \sum_{s_i} (\rho_b^{s_i}, \rho_g^{s_i}, \rho_{\text{nir}}^{s_i}, \rho_{\text{swir}}^{s_i}, \rho_{\text{swir}2}^{s_i}, ndbi^{s_i}, ndvi^{s_i}, ndwi^{s_i}) \right] \\
\text{TrainFeatures-IS}_{2020} &= \left[ \sum_{s_i} (\rho_b^{s_i}, \rho_g^{s_i}, \rho_{\text{nir}}^{s_i}, \rho_{\text{swir}}^{s_i}, \rho_{\text{swir}2}^{s_i}, ndbi^{s_i}, ndvi^{s_i}, ndwi^{s_i}) \right]
\end{align*}
\]

where \( s_i \) denotes various seasonal composites and \( t \) is the monitored period. It can be found that the TrainFeatures-PS_t varies with the \( t \), namely, the training spectra of pervious surfaces came from the
It should be noted that there may not be cloud-free imagery available especially for the rainy season before 2000 in the tropical rainforest areas. In this case, we discarded this missed seasonal features when training the classification models, namely, the number of training features varied with the availability of Landsat observations.

The authors did not mention the exact time-span of Landsat imagery used to derive each impervious surface layer. I guess the time-spans correspond to the periods presented in figure 1. For example, they used Landsat imageries during 1991-1995 to derive the impervious surface layer for 1995. But I believe it is more reasonable to use imageries before and after the target year, for example, using imageries during 1993-1997 to derive the impervious surface layer for 1995.

Great thanks for the comment. The time-span of Landsat imagery used to derive each impervious surface layer has been added in the revised manuscript as:

It should be noted that we categorized the time-series Landsat imagery from 1982 to 2020 into 8 periods with the interval of 5 years corresponding to the Figure 1. Meanwhile, we also assumed that the land-cover in those no Landsat observation areas would remain stable during the period. Fortunately, the missing Landsat observations during 1986 to 1995 mainly concentrated on the Northeast Asia where contained a small number of impervious surfaces, so the unchanged assumption had little effect in these time periods.

Further, we greatly appreciate the suggestion of using the imagery before and after the target year for mapping impervious surfaces in target year. Our next updated version of the products would adopt the suggestion.

The results

1. The spatial distribution of the time-series global impervious surface presented in figure 5 does not provide much spatial details nor temporal dynamics for the impervious surface because of relatively small size of impervious surface expansion compared to the entire terrestrial surface. Local enlargements of hotspot area should be presented here for better illustration of the results.

Great thanks for the suggestion. The local enlargements of hotspot areas in China and India have been added in the Figure 5 and the explanation about the figure has also revised as:

“Figure 5 illustrates the spatial distributions of time-series global 30 m impervious surface maps and two local enlargements in China and India during 1985-2020 with intervals of 5 years. Intuitively, as the world’s main impervious surfaces and economic activities are mainly concentrated in the northern hemisphere, the intensity of impervious surface expansion in the northern hemisphere is more significant than that in the southern hemisphere. Specifically, the impervious surfaces have undergone rapid urbanization in past 35 years especially in developing countries such as China and India in Figure 5a and b. It can be found that many low-density areas in 1985 were transformed into medium/high-density areas in 2020, the cities were obviously connected by the new impervious surfaces especially in the mega-cities such as Shanghai and Guangzhou in China, and mega-cities (Bangkok, New Delhi and Beijing in Figure 5a and b) experienced faster impervious surface expansion than the surrounding villages, small cities, etc.”
Figure 5. The spatial distributions of time-series global 30 m impervious surface results and two local enlargements from 1985 to 2020 with intervals of 5 years. Each pixel represents the fraction of impervious surface within each 0.05°×0.05° spatial grid.

2. Again, the comparison between the derived pattern and other available products in figure 10 is not clear from the global view. Local enlargements should be presented, too.

Great thanks for the suggestion. Two local enlargements in China and Europe have been added and the explanation about the Figure has been revised as:

As the six global 30 m impervious surface products displayed large differences in estimated global total impervious area in Figure 9, it was necessary to further assess the performances of these products. Figure 10 illustrates the spatial patterns of these products at globe and two local enlargements in China and Europe (Figure 10a and b) after aggregating to the resolution of 0.05°. Overall, there was great spatial consistency between the GISD30, GHSL, GAUD and GlobeLand30 products—all of them captured the actual patterns of global
impervious surfaces, mainly those concentrated between approximately 20°N and 60°N. Detailedly, the local enlargement in Figure 10a illustrated that GHSL showed smaller impervious areas and a lower intensity than GISD30, GAUD and GlobeLand30 in China, which meant a lot of small impervious surface pixels were underestimated by the GHSL-2015 dataset. Next, the impervious area given by GlobeLand30 in the America was greater than that given by GISD30, GAUD and GHSL, because many cities in America display a serious mix of houses and vegetation while some vegetation surfaces around buildings were regarded as artificial surfaces in GlobeLand30. It should be noted that there was highest consistency between GISD30 and GlobeLand30 in these two local enlargements. Further, the GAUD, optimized from the NUACI dataset (Liu et al., 2020b), simultaneously captured the urbans and rural areas at globe and achieved the higher performance than the NUACI dataset in two local enlargements, but it still showed lower impervious area and intensity than GISD30 and GlobeLand30 in the local regions (red rectangle regions in Figure 10a and b). Comparatively, the NUACI dataset showed the smallest impervious surface areas and the lowest intensity compared to the other products especially in Europe (Figure 10b), India and China (Figure 10a), because it only identified urban pixels and excluded rural areas (Liu et al., 2018). As for the GAIA dataset, although it simultaneously identified urban and rural pixels, their impervious surface areas were still significantly smaller than in the GISD30, GHSL, GAUD and GlobeLand30 products especially in Europe (Figure 10b), which indicated that the GAIA suffered the underestimation problem in these rural areas.
Figure 10. The spatial patterns of six global 30 m impervious surface products and two local enlargements in China (a) and Europe (b) after aggregating to the resolution of 0.5°×0.5°.

3. There are several problems/confusions in the scatter plots in figure 11. The authors did not give clear labels to the axes. I guess they refers to the proportions of impervious surface after aggregation into the coarse resolution. The color map below the scatter plots is not clear, too. Maybe the color refers to the scatter density in the plots. The root-mean-square error (RMSE) and the coefficient of determination (R2) presented here are mathematically/statistically incorrect, because these two indicators are usually used as a measure of how well the reference data (observed outcomes) are replicated by the model outputs, while the compared products here are not ground truths. Instead, the authors should present the measure of correlation coefficients.

Great thanks for the suggestion. Yes, the label of x and y axis was the proportions of impervious surface in each 0.05°×0.05° spatial grid, it has been added in the title of the Figure 11. Then, the color referred to the scatter density in the plots, it has added in the Figure 11. And two metrics have been replaced by the correlation coefficients based on the comment as:
Figure 11. The scatter plots between our GISD30 dataset (x axis) and five global 30 m impervious surface products (y axis, GAIA, NUACI, GAUD, GlobeLand30 and GHSL) at the spatial resolution of 0.05°×0.05°. It should be noted that the label of x and y axis was the proportion of impervious surface in each 0.05°×0.05° spatial grid.

I don’t know the exact geographical distributions of the scatters, but I believe the numerical distribution of the scatters is problematic. There are too many scatters located at/closed to 0-value, while only a small proportion of them fall within the range of 20%-100%. This will largely bias the slope and intercept of the fitting lines. The authors should reduce the number of 0-value scatters and at the same time increase the number of scatters with higher values (do not include too scatters with 100% value).

Great thanks for the comment. After carefully checking, there was no error in the numerical distribution of the scatters. Firstly, we derived the scatters from the fraction of impervious surface maps at the spatial resolution of 0.05°×0.05°, and used the rule of whether the impervious pixel in each dataset was greater than 0. Then, the reason why there were too many scatters closed to 0-value was because broken country houses and small villages were more widely distributed than large cities over the globe. As for the suggestion of reducing the number of 0-value scatters, as Figure 11 was used to analyze the consistency of the GISD30 dataset with five previous impervious surface products at the global scale, we cannot artificially adjust the distribution of scatter points. To make the Figure 11 clearer, the explanation of the Figure 11 has been revised as:
To quantitatively assess the consistency of the GISD30 dataset with five previous impervious surface products, the scatter plots and the corresponding regression functions were illustrated in the Figure 11. It should be noted that the scatter points in the Figure 11 represented the proportions of impervious area in each 0.05°×0.05° grid. Overall, the consistency between GISD30 and other products increased with time, and the regression slope also increasingly approached 1.0 (the solid regression lines were getting closer and closer to the dotted 1:1 reference line). Specifically, as for the scatter plots between GAIA and GISD30 dataset, most scatter points were obviously concentrated below the 1:1 line at early stage and then slowly distributed on both sides of the 1:1 line, and the regression slope and correlation coefficient also increased from 0.498 to 0.871 and 0.789 to 0.907, respectively. Next, as the NUACI dataset only identified the urban pixels and excluded rural areas (Liu et al., 2018), we could find that most scatter points were located below the 1:1 line especially in the ‘low fraction’ interval and the regression slopes were less than 1.0. Then, the scatter plots between GISD30 and GAUD datasets indicated that the impervious surfaces captured by the GISD30 was larger than that of GAUD, and the correlation coefficients and slopes between these two datasets increased with time especially in 2015 with the highest correlation coefficient of 0.931. Further, as the GlobeLand30 defined the vegetation in cities as artificial surfaces (Chen et al., 2015), we could find a lot of scatter points located above the 1:1 line. Meanwhile, as the GlobeLand30 used the minimum mapping unit of 4×4 for impervious surface (Chen et al., 2015), which meant that a large number of fragmented and small impervious surfaces were missed, the regression slopes between GlobeLand30 and GISD30 were still less than 1.0. Lastly, there was greater agreement between GISD30 and GHSL dataset than between other products in term of the spatial distributions of scatter points and the regression slope.

4. The paragraph related to figure 11 (L509-520) should be rephrased to explain why the derived results yield smaller proportions of impervious surface compared with all other pervious products. Are the derived results underestimate the actual situation? Moreover, it confuses me that the results in figure 11 are somewhat contradictory to the results in figure 9. According to results in figure 9, the areas of the derived impervious surface are larger than those of the GAIA, NUACI, and GHSL across different continents. But the results in figure 11 show smaller proportions of derived impervious surface.

Great thanks for the comment. I think the comment is a bit misleading for interpreting the Figure 11. Actually, our derived results had higher proportions of impervious surfaces compared with other previous products according to the figure 11. It should be noted that the x-axis and y-axis represented our GISD30 products and other products, respectively. We could find that almost all the regression lines (black dotted line) were below 1:1 line (black solid line), which clearly demonstrated that the derived results yielded higher proportions of impervious surface compared with all other pervious products. Therefore, the conclusions of Figure 11 and Figure 9 were consistent, namely, the derived products had better ability to capture these fragmented and small impervious surface objects.
Figure 11. The scatter plots between our GISD30 dataset (x axis) and five global 30 m impervious surface products (y axis, GAIA, NUACI, GAUD, GlobeLand30 and GHSL) at the spatial resolution of $0.05^\circ \times 0.05^\circ$. It should be noted that the label of x and y axis was the proportion of impervious surface in each $0.05^\circ \times 0.05^\circ$ spatial grid.

5. To justified the outperformance of the derived dataset, the authors should directly compare the accuracies of the derived and previous datasets using the same validation samples, since the accuracies (OA and kappa coefficient) can vary greatly when calculated using different validation samples.

Great thanks for the suggestion. The accuracy metrics between our products and previous datasets have been calculated using same validation dataset in the revised manuscript as:

Except for the consistency analysis, the quantitative accuracy assessments for four global impervious surface products were calculated using the same validation dataset, as listed in the Table 2. The GHSL and GlobeLand30 datasets were excluded because both of them cannot cover the whole period with 5-years interval. Overall, the GISD30 achieved the highest performance with the overall accuracy of 0.901 and kappa coefficient of 0.865, compared with 0.797 and 0.702 for GAIA, 0.843 and 0.748 for GAUD, as well as 0.745 and 0.702 for NUACI. Specifically, in terms of the pervious surfaces, it can be found that all four products achieved similar and great producer’s accuracy exceeding 0.94. As the previous comparisons have illustrated that GAIA, NUACI and
GAUD datasets underestimated the impervious surfaces, the user’s accuracy of them was lower than the GISD30 dataset. Afterwards, as for the performances of impervious surfaces, the NUACI suffered the lowest user’s accuracy and producer’s accuracy in 1985 because it only identified the urban areas (Liu et al., 2018) and overestimated some increased impervious surfaces as the early impervious surfaces before 2000 (see Figure 13). Similarly, the GAIA and GAUD also missed some fragmented and small impervious surfaces, so the producer’s accuracy of them in 1985 was also greatly lower than that of the GISD30. Then, the accuracy metrics of these increased impervious surfaces were similar to the overall accuracies, namely, the GISD30 could accurately capture the spatiotemporal dynamics of impervious surfaces, followed by the GAUD, GAIA and NUACI datasets.

Table 2. The accuracy metrics of four global 30 m impervious surface dynamic products using the same validation datasets.

<table>
<thead>
<tr>
<th></th>
<th>P.S.</th>
<th>1985</th>
<th>85~90</th>
<th>90~95</th>
<th>95~00</th>
<th>00~05</th>
<th>05~10</th>
<th>10~15</th>
<th>15~20</th>
<th>O.A.</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>GISD30</td>
<td>P.A.</td>
<td>0.985</td>
<td>0.923</td>
<td>0.737</td>
<td>0.748</td>
<td>0.759</td>
<td>0.816</td>
<td>0.851</td>
<td>0.671</td>
<td>0.720</td>
<td>0.901</td>
</tr>
<tr>
<td></td>
<td>U.A.</td>
<td>0.958</td>
<td>0.935</td>
<td>0.809</td>
<td>0.779</td>
<td>0.848</td>
<td>0.863</td>
<td>0.837</td>
<td>0.855</td>
<td>0.882</td>
<td></td>
</tr>
<tr>
<td>GAIA</td>
<td>P.A.</td>
<td>0.969</td>
<td>0.755</td>
<td>0.552</td>
<td>0.510</td>
<td>0.494</td>
<td>0.489</td>
<td>0.474</td>
<td>0.663</td>
<td>0.531</td>
<td>0.797</td>
</tr>
<tr>
<td></td>
<td>U.A.</td>
<td>0.873</td>
<td>0.932</td>
<td>0.445</td>
<td>0.469</td>
<td>0.532</td>
<td>0.627</td>
<td>0.621</td>
<td>0.488</td>
<td>0.608</td>
<td></td>
</tr>
<tr>
<td>NUACI</td>
<td>P.A.</td>
<td>0.940</td>
<td>0.660</td>
<td>0.459</td>
<td>0.348</td>
<td>0.317</td>
<td>0.422</td>
<td>0.395</td>
<td>0.482</td>
<td>0.745</td>
<td>0.609</td>
</tr>
<tr>
<td></td>
<td>U.A.</td>
<td>0.839</td>
<td>0.796</td>
<td>0.160</td>
<td>0.348</td>
<td>0.398</td>
<td>0.624</td>
<td>0.626</td>
<td>0.608</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAUD</td>
<td>P.A.</td>
<td>0.978</td>
<td>0.855</td>
<td>0.516</td>
<td>0.554</td>
<td>0.528</td>
<td>0.551</td>
<td>0.520</td>
<td>0.571</td>
<td>0.843</td>
<td>0.748</td>
</tr>
<tr>
<td></td>
<td>U.A.</td>
<td>0.896</td>
<td>0.901</td>
<td>0.535</td>
<td>0.620</td>
<td>0.642</td>
<td>0.693</td>
<td>0.637</td>
<td>0.614</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


6. The author should include the recent GAUD product (Liu et al., 2020, cited by the authors) into their comparison, since it provides annual impervious surface layers.

Great thanks for the suggestion. The GAUD product has been added in the cross-comparison section as:

Specifically, GISD30, GAIA, NUACI, GAUD and GHSL showed great area-consistency in North America, while GlobeLand30 displayed a degree of overestimation, and its estimated area was almost 0.5×10^5 km^2 higher than that for other products. Then, on the remaining five continents, GAIA showed the lowest total impervious area compared with the other global 30 m impervious products. Similarly, the comparison in Gong et al. (2020) also indicated that GAIA showed the lowest impervious area among several global 30 m impervious surface products (NUACI, GHSL and GlobeLand30). As the NUACI only monitored the global urban dynamics and excluded the rural areas (Liu et al., 2018), it was expected that the total impervious areas given by NUACI would be lower than those given by GISD30, GHSL and GlobeLand30. As for GHSL, its impervious area varied greatly on different continents; for example, the total impervious area was close to that of GISD30 in North America and Europe, of NUACI in Asia, South America and Oceania, and of GlobeLand30 in Africa. However, compared with the GISD30 and GlobeLand30, the GHSL still underestimated the impervious surfaces in most continents. Next, the GlobeLand30 gave the largest total impervious area for each continent, mainly because it also defined the vegetation in cities as artificial surfaces (Chen et al., 2015). Lastly, the GAUD dataset showed
the second lowest total impervious areas among the 6 products in Asia, South America, Africa and Oceania continents, and had the slowest impervious surface growth rates among six impervious surface products.

As the six global 30 m impervious surface products displayed large differences in estimated global total impervious area in Figure 9, it was necessary to further assess the performances of these products. Figure 10 illustrates the spatial patterns of these products at globe and two local enlargements in China and Europe (Figure 10a and b) after aggregating to the resolution of 0.05°. Overall, there was great spatial consistency between the GISD30, GHSL, GAUD and GlobeLand30 products—all of them captured the actual patterns of global impervious surfaces, mainly those concentrated between approximately 20°N and 60°N. Detailedly, the local enlargement in Figure 10a illustrated that GHSL showed smaller impervious areas and a lower intensity than GISD30, GAUD and GlobeLand30 in China, which meant a lot of small impervious surface pixels were underestimated by the GHSL-2015 dataset. Next, as GlobeLand30 defined vegetation in cities as artificial surfaces (Chen et al., 2015), the impervious area given by GlobeLand30 in the America was greater than that given by GISD30, GAUD and GHSL, because many cities in America display a serious mix of houses and vegetation. It should be noted that there was highest consistency between GISD30 and GlobeLand30 in these two local enlargements. Further, the GAUD, optimized from the NUACI dataset (Liu et al., 2020b), simultaneously captured the urban and rural areas at globe and achieved the higher performance than the NUACI dataset in two local enlargements, but it still showed lower impervious area and intensity than GISD30 and GlobeLand30 in the local regions (red rectangle regions in Figure 10a and b). Comparatively, the NUACI dataset showed the smallest impervious surface areas and the lowest intensity compared to the other products especially in Europe (Figure 10b), India and China (Figure 10a), because it only identified urban pixels and excluded rural areas (Liu et al., 2018). As for the GAIA dataset, although it simultaneously identified urban and rural pixels, their impervious surface areas were still significantly smaller than in the GISD30, GHSL, GAUD and GlobeLand30 products especially in Europe (Figure 10b), which indicated that the GAIA suffered the underestimation problem in these rural areas.
Figure 10. The spatial patterns of six global 30 m impervious surface products and two local enlargements in China (a) and Europe (b) after aggregating to the resolution of 0.5°×0.5°.
To quantitatively assess the consistency of the GISD30 dataset with five previous impervious surface products, the scatter plots and the corresponding regression functions were illustrated in the Figure 11. It should be noted that the scatter points in the Figure 11 represented the proportions of impervious area in each 0.05° × 0.05° grid. Overall, the consistency between GISD30 and other products increased with time and the regression slope also increasingly approached 1.0 (the solid regression lines were getting closer and closer to the dotted 1:1 reference line). Specifically, as for the scatter plots between GAIA and GISD30 dataset, it can be found that most scatter points were obviously concentrated below the 1:1 line at early stage and then slowly distributed on both sides of the 1:1 line, and the regression slope and correlation coefficient also increased from 0.498 to 0.871 and 0.789 to 0.907, respectively. Next, as the NUACI dataset only identified the urban pixels and excluded rural areas (Liu et al., 2018), we could find that most scatter points were located below the 1:1 line especially in the ‘low fraction’ interval and the regression slopes were less than 1.0. Then, the scatter plots between GISD30 and GAUD datasets indicated that the impervious surfaces captured by the GISD30 was larger than that of GAUD, and the correlation coefficients and slopes between these two datasets increased with time especially in 2015 with the highest correlation coefficient of 0.931. Further, as the GlobeLand30 defined the vegetation in cities as artificial surfaces (Chen et al., 2015), we could find a lot of scatter points located above the 1:1 line. Meanwhile, as the GlobeLand30 used the minimum mapping unit of 4×4 for impervious surface (Chen et al., 2015), which meant that a large number of fragmented and small impervious surfaces were missed, the regression slopes between GlobeLand30 and GISD30 were still less than 1.0. Lastly, there was greater agreement between GISD30 and GHSL dataset than between other products in term of the spatial distributions of scatter points and the regression slope.
7. The comparisons presented in figure 12, 13 and 14 are misleading for product GlobeLand30. Many impervious surfaces existed before 1995 are colored with yellow (2000-2005), which is obvious incorrect. Great thanks for the comment. As the GlobeLand30 only covered the periods of 2000-2020 with the interval of 10 years, it was difficult to identify the impervious surface before 2000 and then we used the yellow color. To avoid the misleading for GlobeLand30, the GAUD data were used to replace the GlobeLand30 in Figure 12-14 as:
Figure 14. The comparisons between GISD30 and four reference datasets (the GAIA products developed by Gong et al. (2020), the NUACI developed by Liu et al. (2018), the GHSL developed by Florczyk et al. (2019), and the GAUD developed by Liu et al. (2020b)) in the two representative arid cities of Phoenix and Johannesburg. In each case, the multi-epoch Landsat imagery, comprised by red, green and blue bands, came from the United States Geological Survey (https://earthexplorer.usgs.gov/).

Reliability of the assessment

1. According to the manuscript, the locations of the validation points were randomly generated using the stratified random sampling strategy (L150). In order to better evaluate the results, especially the time-series dynamics of the impervious surface, I suggest a substantial number of validation samples should be placed within (impervious surfaces) and around the fringe of the urban areas (pervious surfaces), which are exactly the most inconsistent and uncertain areas regarding the impervious surface classification problem.

Great thanks for the suggestion. To ensure the objectivity of the entire accuracy assessment, the spatial distribution of impervious validation samples must first be guaranteed to be random (Olofsson et al. 2014). If we placed a large number of validation samples within these inconsistent and uncertain areas, it would be unfair for these stable impervious surfaces and pervious surfaces when calculating the accuracy metrics. Then, it should be noted that there was a clear difference for evaluating the global product and regional product. At regional scale, we could artificially place the validation samples and control the size of validation points in these uncertain areas. However, at global scale, we must use the sampling rules to derive the validation samples. In this study, a stratified random sampling based on the proportion of the land-cover areas was adapted to determine the sample size of each land-cover type:

\[
\begin{align*}
    n_i &= n \times \frac{W_i \times p_i (1 - p_i)}{\sum W_i \times p_i (1 - p_i)}; \\
    n &= \frac{(\sum W_i \times S_i (1 - S_i))^2}{S(\hat{O})^2 + \sum W_i \times S_i (1 - S_i) / N} \approx \left(\frac{\sum W_i S_i}{S(\hat{O})}\right)^2 
\end{align*}
\]

where \( W_i \) was the area proportion for class \( i \) over the globe, \( S_i \) is the standard deviation of class \( i \), \( S(\hat{O}) \) is the standard error of the estimated overall accuracy, \( p_i \) is the expected accuracy of class \( i \) and \( n_i \) represents the sample size of the class \( i \).
As we cannot artificially move the place of the validation samples in the uncertain areas, 4682 impervious validation points were further added into the validation dataset under the condition that ensuring the random allocation of validation sample. The spatial distribution of validation samples after adding new impervious samples was revised as:

To quantitatively assess the accuracies of our impervious surface dynamic time-series products, 23,322 validation samples (Figure 2), including 13,236 impervious samples and 9,986 pervious samples, covering the long-term time-series from 1985 to 2020, were randomly generated using the stratified random sampling strategy, and further interpreted on the Google Earth Engine computing platform.

![Figure 2. The spatial distribution of the global multitemporal impervious surface validation dataset for 1985-2020.](image)

2. Eyeballing the map of figure 2 there seems to be considerable number of samples located far away from the urban areas. These areas are well detected as pervious surface by many previous methods, or can be easily masked out for example by nightlight observations. Validation samples within these areas do not contribute to justifying the superiority of the derived results, but instead just smoothing the performance difference between the derived and previous datasets.

Great thanks for the comment. Yes, there was a lot of pervious validation samples located away from the urban areas in Figure 2, and these pervious samples would smooth the performance difference between the derived and previous datasets. However, as mentioned in the previous comment, the locations of pervious samples were randomly derived without any artificial participation, meanwhile, to ensure the objectivity of the entire accuracy assessment, the pervious sample size was also determined by the stratified random sampling method. If we artificially remove these pervious validation samples, the objectivity of the final accuracy metrics cannot be guaranteed.
3. The number of validation samples in each five-year interval should be large enough to evaluate the impervious surface dynamics during the corresponding time periods. According to the manuscript, the land surface is divided totally 961 geographical tiles (5°×5°) and only 18,540 validation samples were used (L150). I did a rough calculation. There are only ~20 samples on average within each tile, which is definitely too sparse for the evaluation of 30 m classification results in a large area of 5°×5° tile, not to mention that these ~20 samples were divided into eight time periods. Great uncertainties/bias are expected in the calculated OAs and Kappa coefficients with these samples.

Great thanks for the comment. Firstly, we completely agreed that the number of validation samples in each five-year interval should be large enough to evaluate the impervious surface dynamics during the corresponding time periods. However, the collection of validation samples was a very time-consuming and difficult task especially at the early stage (lacking high-resolution imagery), therefore, the previous impervious products (including: GAIA, GAUD, NUACI and GlobeLand30) were validated only using a few thousand points. For example, Gong et al. (2020) used 3500 validation points (including impervious surface and pervious surface) to analyze their performances.

Then, it might be unreasonable to directly distribute the validation samples into geographical tiles, because the spatial distribution of validation samples was non-uniform. In the Figure 2, it can be found that the impervious surface validation samples mainly concentrated on the regions with dense impervious surfaces such as: Europe, North America and China.

Lastly, based on previous suggestions and this comment, 4682 impervious validation points were further added into the validation dataset to comprehensively analyze the performance of the GISD30 dataset. The spatial distribution of validation samples after adding new impervious samples was revised as:

To quantitatively assess the accuracies of our impervious surface dynamic time-series products, 23,332 validation samples (Figure 2), including 13,236 impervious samples and 9,986 pervious samples, covering the long-term time-series from 1985 to 2020, were randomly generated using the stratified random sampling strategy, and further interpreted on the Google Earth Engine computing platform.
4. As presented in Table 1, only hundreds of validation samples were used to evaluate the performances of each five-year period. If I read it correctly, there are less than 1 sample on average within each 5°×5° tile for each five-year period. Assessment with these validation samples is definitely unreliable and cannot truly reflect the quality of the derived dataset. The authors should substantially increase their number of validation samples to achieve a more reliable assessment.

Great thanks for the comment. As mentioned in the previous comments, it might be unreasonable to directly distribute the validation samples into geographical tiles, because the spatial distribution of validation samples was non-uniform. According to the statistics in Results Section, the increased impervious surfaces mainly concentrated on the Asia, Europe and North America, actually, our multitemporal impervious validation samples also mainly distributed around these rapidly expanding areas. Then, the sample size of these increased impervious surfaces was determined by the stratified random sampling method as:

\[
    n_i = n \times \frac{W_i p_i (1-p_i)}{\sum W_i p_i (1-p_i)} \quad (1)
\]

where \( W_i \) was the area proportion for class \( i \) over the globe, \( p_i \) is the expected accuracy of class \( i \) and \( n_i \) represents the sample size of the class \( i \).

Lastly, based on the suggestion and previous comments, we additionally added 4682 impervious validation points into the validation dataset under the condition that ensuring the random allocation of validation sample. Afterwards, the Table 1 has been revised as:

Table 1. The confusion matrix of our global 30 m impervious surface dynamic products using 23,332 validation samples.

<table>
<thead>
<tr>
<th></th>
<th>P.S.</th>
<th>1985</th>
<th>85–90</th>
<th>90–95</th>
<th>95–00</th>
<th>00–05</th>
<th>05–10</th>
<th>10–15</th>
<th>15–20</th>
<th>Total</th>
<th>U.A.</th>
</tr>
</thead>
<tbody>
<tr>
<td>P.S.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9986</td>
<td>0.985</td>
</tr>
<tr>
<td>1985</td>
<td>247</td>
<td>5408</td>
<td>61</td>
<td>49</td>
<td>41</td>
<td>17</td>
<td>20</td>
<td>8</td>
<td>5</td>
<td>5856</td>
<td>0.923</td>
</tr>
<tr>
<td>85–90</td>
<td>28</td>
<td>74</td>
<td>555</td>
<td>27</td>
<td>11</td>
<td>14</td>
<td>19</td>
<td>16</td>
<td>9</td>
<td>753</td>
<td>0.737</td>
</tr>
<tr>
<td>90–95</td>
<td>43</td>
<td>58</td>
<td>20</td>
<td>556</td>
<td>19</td>
<td>19</td>
<td>10</td>
<td>13</td>
<td>5</td>
<td>743</td>
<td>0.748</td>
</tr>
<tr>
<td>95–00</td>
<td>70</td>
<td>72</td>
<td>13</td>
<td>31</td>
<td>902</td>
<td>35</td>
<td>31</td>
<td>16</td>
<td>19</td>
<td>1189</td>
<td>0.759</td>
</tr>
<tr>
<td>00–05</td>
<td>76</td>
<td>62</td>
<td>12</td>
<td>36</td>
<td>42</td>
<td>1383</td>
<td>49</td>
<td>29</td>
<td>5</td>
<td>1694</td>
<td>0.816</td>
</tr>
<tr>
<td>05–10</td>
<td>52</td>
<td>37</td>
<td>13</td>
<td>14</td>
<td>14</td>
<td>42</td>
<td>1201</td>
<td>18</td>
<td>21</td>
<td>1412</td>
<td>0.851</td>
</tr>
<tr>
<td>10–15</td>
<td>47</td>
<td>52</td>
<td>11</td>
<td>21</td>
<td>23</td>
<td>36</td>
<td>69</td>
<td>566</td>
<td>19</td>
<td>844</td>
<td>0.671</td>
</tr>
<tr>
<td>15–20</td>
<td>55</td>
<td>59</td>
<td>8</td>
<td>7</td>
<td>14</td>
<td>21</td>
<td>30</td>
<td>43</td>
<td>608</td>
<td>845</td>
<td>0.720</td>
</tr>
<tr>
<td>Total</td>
<td>10268</td>
<td>5786</td>
<td>686</td>
<td>714</td>
<td>1064</td>
<td>1602</td>
<td>1435</td>
<td>662</td>
<td>689</td>
<td>23322</td>
<td></td>
</tr>
<tr>
<td>P.A.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.958</td>
<td>0.935</td>
</tr>
<tr>
<td>O.A.</td>
<td>0.91</td>
<td>0.865</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kappa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Apart from point-based validation, the area-based validation strategy, i.e., visual interpreting impervious area in small blocks near the urban fringe and comparing them with the derived results, is more encouraged, considering the sparse distribution of impervious surfaces.

Great thanks for the comment. Based on your suggestion, the cross-comparison in the sparse distribution of impervious surfaces has been added in the revised manuscript as:

Lastly, the cross-comparison between GISD30 and four previous datasets in the rural villages (containing sparse impervious surfaces) was illustrated in the Figure 15. Overall, except for our GISD30, the remaining impervious surface datasets failed to identify these small rural buildings around the central villages. In terms of the spatial pattern of villages, the NUACI dataset obviously misclassified a lot of croplands as the increased impervious surfaces and also missed those stable impervious surfaces in the central villages. The GAUD dataset performed well in the early stage and accurately captured these old impervious surfaces, but these increased impervious surfaces after 2000 were missed. In fact, the village experienced significant impervious expansions after 2000 by visually interpreting the multitemporal Landsat imagery. The GAIA partly captured the spatiotemporal expansion in the village, but the impervious areas in the GAIA was obviously smaller than the actual situation, which indicated that the GAIA dataset suffered the underestimation problem in this rural village. Further, it can be found that there was highest consistency between GISD30 and GHSL, both of them captured the expansion pattern of “center-to-periphery”, however, the increased impervious surfaces in the GHSL were still less than the actual increases.

Figure 15. The comparisons between GISD30 and four reference datasets (the GAIA products developed by Gong et al. (2020), the NUACI developed by Liu et al. (2018), the GHSL developed by Florczyk et al. (2019), and the GAUD developed by Liu et al. (2020b)) in the rural village. The multi-epoch Landsat imagery, comprised by SWIR1, NIR and red bands, came from the United States Geological Survey.

Uncertainties

The uncertainties of the derived impervious surface layers should be discussed but missing in the current manuscript. This dataset at least involved uncertainties from four aspects: 1) the labels of training samples directly collected from the GLC_FCS30-2020 rather than visual interpretation.

Great thanks for the comment. The sensitivity analysis between classification accuracy and the percentage of erroneous samples points has been added in the Discussion section as:
In contrast to supervised classification methods using independent samples for different periods, which require expensive resources to collect multitemporal training samples (Gao et al., 2012; Zhang and Weng, 2016), we used prior global land-cover products and the spectral generalization strategy to automatically monitor the impervious surface dynamics. Firstly, as the reliability of the training samples was demonstrated to directly affect the final classification accuracy, we combined the impervious layers in the GLC_FCS30-2020 and GlobeLand30-2020 land-cover products to derive candidate impervious training samples, and then adopted the spatial homogeneity filtering to further ensure the reliability of each sample in 2020. In order to assess the accuracy of training samples, we randomly selected 10,000 impervious surface samples from the global sample pool, and the 10,000 random samples were interpreted by visual interpretation. The validation result showed that these impervious training samples achieved an overall accuracy of 95.52% in 2020. To demonstrate whether the erroneous training samples can affect the performance of the classifiers, we gradually increased the percentage of erroneous training samples with the step of 1 % and then repeated 100 times illustrated in Figure 16, it can be found that the local adaptive random forest models had great performance to be resistant to noise and erroneous training samples, and the overall accuracy and impervious surface producer’s accuracy kept stable when the percentage of erroneous training samples were controlled within 40% and then obviously decreased after exceeding the threshold. Similarly, Gong et al. (2019b) also found that the overall accuracy kept stable when the percentage of erroneous training samples was within 20%. Therefore, the training samples derived in Section 3.1 were accurate enough for monitoring impervious surface dynamics.

![Figure 16. The relationship between overall accuracy and impervious producer’s accuracy with the percentage of erroneous training samples using the random forest classification model.](image)

2) The migration of reflectance spectra of impervious surfaces measured in 2020 to other periods.

Great thanks for the comment. The feasibility of generalizing reflectance spectra of impervious surfaces measured in 2020 to other periods has been added in the Discussion Section as:

Furthermore, many studies have demonstrated that the spectral inconsistency between migrated spectra and classified imagery directly affects classification accuracy (Woodcock et al., 2001; Zhang et al., 2018). In this study, we used continuous Landsat imagery to preclude the effects of different sensors, and adopted a seasonally composited method with relative radiometric normalization to minimize the influence of temporal difference. We took the Yangtze River Delta as an example to draw scatterplots for NIR reflectance of impervious surfaces in 2020 against other periods at the growing season after relative radiometric normalization
illustrated in Figure 17. There were significant consistency in NIR band between reference period and other periods and most scatters were distributed on both sides of the regression line. In terms of the regression slope, the slope got closer and closer to 1.0 as time increased, which mainly caused by the shorter temporal difference and denser Landsat imagery at later periods. According to the distribution of scatter points and the regression lines, there was no systematic bias between reference data and other data, which also demonstrated that it was feasible to generalize the reflectance spectra of impervious surfaces in the 2020 to other periods.

![Figure 17. The scatterplots for NIR reflectance of impervious surface in 2020 (y-axis) against other periods (x-axis) after relative radiometric normalization in the Yangtze River Delta region.](image)

3) The reliability of the random forest classifiers for each tile and time period.

Great thanks for the comment. The reliability of the random forest classifiers directly depended on the confidence of training samples and the spectral consistency for impervious surface reflectance spectra between reference period and other periods. The previous two comments have quantitatively demonstrated the derived training samples were accurate enough for monitoring impervious surface dynamics, and the spectral consistency ensure the feasibility of generalizing the reflectance spectra of impervious surfaces in the 2020 to other periods. Therefore, after discussing the confidence of training samples and the spectral consistency, the local random forest classifiers used by the study were reliable for monitoring time-series impervious surface dynamics.

4) The temporal consistency correction used to smooth the independent classification results. It is not clear how these uncertainties propagate along the entire derivation procedure and to what extent these uncertainties contribute to the final derived dataset.

Great thanks for the comment. The temporal consistency checking is an optimization algorithm for time-series land-cover monitoring (eliminating the “salt-pepper” noisy in the multi-epoch impervious surface maps and using the irreversible assumption to remove the illogical transitions), the discussion about the method has been added in the Discussion as:
Lastly, to optimize the time-series impervious maps and minimize the influence of classification error, the temporal consistency checking post-processing method proposed by the Li et al. (2015) was adopted. It mainly used the spatiotemporal correlation information to eliminate the “salt-pepper” noisy in the multi-epoch impervious surface maps, and used the irreversible assumption to remove the illogical transitions. Li et al. (2015) quantitatively demonstrated that the post-processing method improved the overall accuracy by about 6% for monitoring impervious dynamics in Beijing, China. Recently, this post-processing method was involved for producing GAIA dataset (Gong et al., 2020) and optimizing time-series land-cover maps in China (Yang and Huang, 2021), both of them demonstrated that temporal consistency checking improved the reliability and consistency of the classification results by integrating the spatio-temporal context information.

Others

1. There are many typos in the manuscript. To name only a few for example from the methodology section: brackets in L220, L223, L239, L271.
Great thanks for pointing out the issues. The manuscript has been totally revised and then we will invite a professional team to carefully polish the revised manuscript again.

2. Some paragraphs only consist one or two sentences, e.g., L178-183, L191-196, L214-218.
Great thanks for the comment. These broken paragraphs have been merged in the revised manuscript.

3. Although the manuscript is readable, there are still many inappropriate expressions and grammar errors throughout the entire manuscript. Please consult a native English speaker or a commercial proofreading service.
Great thanks for the suggestion. The manuscript has been polished before submitting. At the same time, after the article is received, we will also invite a professional team to carefully polish the article again.