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 5 

Thanks very much for taking your time to review this manuscript. We really appreciate all your 

valuable comments and constructive suggestions! The specific responses to your all comments are 

listed below one by one. 

 

 10 

General comments:  

Comment 1: 

Getting finer resolution from coarse resolution data is not easily accepted without clear explanation. 

You explain that “spatial adjacent effect” is accomplished by applying reanalysis data and angular 

information of the satellite measurement and solar position. The spatial adjacent effect seems to be 15 

the novel advantage of the CNN method over other existing methods, but the explanation lacks 

detail and examples to help the reader better understand the upscaling process. Does it use reanalysis 

vertical profiles to correct the path of upwelling radiation to the satellite? Or is it some kind of 

statistical approach?  

Response 1:  20 

We use CNN model to upscale the in-situ measurements at “points” to a 0.05° spatial resolution. We 

selected these sites whose measurements can well represent the average state of surface Rn at a 5-

km geospatial extent using the ETC method. Errors of the upscaling process can be weakened to a 

certain degree because of a good spatial representation of selected ground-based measurements 

within AVHRR footprint. MERRA2 reanalysis has a spatial resolution of 0.5°×0.625°. Therefore, 25 

MERRA2 data are resampled to the 0.05° resolution using the nearest neighbor method to avoid 

introducing new errors.  

 

 

We do not use the reanalysis vertical profiles to correct the path of upwelling radiation to the satellite. 30 

Instead, we provide comprehensive information within a determined optimal geospatial extent for 

CNN to automatically extract the most important features related to reliable site-based Rn 

measurements based on multiple filters. The influence of spatial adjacent effect on surface radiation 

is highly related to the viewing geometry of sun-target-sensor (Wang et al., 2017), surface, and 

atmospheric conditions, e.g., the presence of clouds (Wyser et al., 2002), by multiple scattering, 35 

reflection, and absorption in the entire atmosphere column on pixel scale. Surface net radiation is 

generally inferred from satellite-observed radiance based on the independent pixel approximation 

in the past retrieval algorithms. However, with the increased spatial resolution, the spatial adjacent 

effects (or 3-D radiative effects) caused by clouds, water vapor, and aerosols become more 



significant and are not ignored in the inversion process. To address the spatial adjacent effect on 40 

surface Rn, a proper geospatial extent centered on the site was determined by the MLR method using 

AVHRR TOA observations. Comprehensive surface and atmospheric information within the 

determined spatial extent is necessarily considered in the inversion process of surface Rn. CNN is a 

tool to properly process the input data in a form of the multi-dimensional matrix. Therefore, CNN 

can extract the most essential feature from the input spatial data within the determined spatial extent 45 

to relate with site-based measurements, which is better than using the information on individual 

pixels. The operation weakens spatial adjacent effect on the surface Rn at the center pixel to a certain 

degree. The input features include AVHRR TOA observations representing comprehensive surface 

and atmospheric information, viewing geometry, and MERRA2 Rn addressing the difference in 

temporal scales. In this way, more accurate Rn values are obtained at the center pixel. More 50 

explanations are included in the revised manuscript. 

 

 

 

Specific comments: 55 

Comment 1:  

14 Include the temporal resolution of the Rn estimates here. 

Response 1:  

Thanks for your suggestion. The temporal resolution of the Rn estimates has been included in line 

14 as follows. 60 

 



 

 

Comment 2:  

20-24 The statement beginning with “Inter-comparisons with three…” is not true. In section 4.3.3 65 

you state: “The validation results in Fig. 8 and Table 7 for the ice/snow surface cover type further 

confirm that GLASS Rn product may offer a better performance in Greenland region.” 

Response 2:  

We are extremely grateful for you to point out the problem. We have revised the statement in the 

revised manuscript as follows. 70 

 

 

 

Comment 3:  

40 “radiation” is not needed in front of “radiometers” 75 

Response 3:  

Thanks for your nice suggestion. The “radiation” has been deleted in the revised manuscript. 

 

 

 80 

Comment 4:  

132-161 This section describes the instruments used in the various networks which range from good 

thermopile pyranometers and pyrgeometers to not-so-good net radiometers. You only provide 

performance measures for the thermopile pyranometers, which are generally good. You don’t 

provide any performance information on the net radiometers, which are notoriously bad, especially 85 

the REBS model. According to Table 2, net radiometers dominate your observational dataset. You 

should provide performance measures of the net radiometers. Also, Table 2 is incomplete. For some 

you specify “Eppley PIR,” and others just “Eppley.” 

Response 4:  

Thanks for your kind suggestion. After extensively reading literatures and corresponding websites, 90 

the uncertainty of each instrument is listed as follows. 

To be specific, the operational thermoelectric pyranometers are known for their high-accuracy 

performance, with a spectral response of 0.3-3.0 μm, a sensitivity of 7-14μVW-1 m2, a thermal effect 



of less than 5%, and an annual stability of 5% (Lu et al., 2011; Jiang et al., 2019). The Eppley 

Precision Infrared Radiometers (PIR, 3.5-50 μm) and Kipp & Zonen CG 4 pyrgeometers (4.5-42 95 

μm) are applied to measure the surface radiation with a uncertainty of ± 6% or 15 Wm-2 at the 95% 

confidence level (Philipona et al., 1998). The largest uncertainty for surface radiation 

measurements is ~2% for pyrheliometers and ~5% for pyranometers (i.e., 15 Wm-2), respectively 

(Augustine et al., 2000). Additionally, the radiation measurements obtained by Kipp & Zonen CNR1 

and CNR4 instruments are with an expected accuracy of ±10% for daily totals (Wang and Dickinson, 100 

2013). The radiation observations measured by Kipp & Zonen net radiometers (CNR1, 5-50 μm or 

CNR1-lite, 4.5-42 μm), are with uncertainty of ~10% at 95% confidence level for daily totals 

(Yamamoto et al., 2005). Besides, the uncertainties of the shortwave radiation measured by LI-COR 

Photodiode and Rn observed by REBS Q*7 are about 5 (5-15%) and 10 Wm-2 (5-50%), respectively, 

at monthly time scale (Box and Rinke, 2003; Steffen and Box, 2001). 105 

The corresponding content is also included in the revised manuscript. 

 

 

 

 110 



Comments 5:  

By “thermal effect,” are you referring to the thermal offset of single black detector pyranometers? 

If so, there are references for this measurement error.  

Response 5:  

The “thermal effect” refers to the thermal offset of the thermopile pyranometers. The measurements 115 

error is referred to studies of Jiang et al. (2019) and Lu et al. (2011). The two references have been 

included in the revised manuscript. 

 

 

 120 

Comment 6: 

169. What does “along with inverse navigation to relate a specific Earth location to each sensor’s 

instantaneous field of view” mean? 

Response 6:  

The sentence of “along with inverse navigation to relate a specific Earth location to each sensor’s 125 

instantaneous field of view” means geometric correction which is one of the three components of 

the AVHRR Land Pathfinder II processing system. The other two components are radiometric in-

flight vicarious calibrations for the visible and near-infrared channels and atmospheric correction, 

respectively (Pedelty et al., 2007). Specifically, navigation is a process that relates an Earth location 

to an instantaneous field of view (IFOV) of the sensor. The inverse navigation refers that the nearest 130 

IFOV scan number and position are determined for each grid cell of a predetermined geographic 

grid, which is a preprocessing for generating a consistent, long-term AVHRR data set at a resolution 

of 0.05° (El Saleous et al., 2000).  

 

 135 

Comment 7:  

180-194 In this description of the GLASS product, Rn is estimated from downward shortwave radiation, 

and other variables using multiple MARS learners. Where do the input data come from? 

Response 7:  

The shortwave radiation, albedo, and NDVI data are from GLASS products (Liang et al., 2020; Xiao et 140 

al., 2017). Other meteorological varibales come from MERRA2 reanalysis (Gelaro et al., 2017). The 

related information is included in the revised manuscript. 

 

 



 145 

Comment 8:  

217 The last phrase of this sentence “the diurnal variation of daily surface Rn.” Does not make sense. 

Response 8:  

Thanks for your nice suggestion. The last phrase of “the diurnal variation of daily surface Rn” has been 

deleted in the revised manuscript. 150 

 

 

 

Comment 9:  

285 What does “when deeper networks converge” mean? 155 

Response 9:  

A deeper network converages, meaning the training and test errors no longer decrease with increasing 

training epochs. However, a degradation problem may expose that training accuray gets saturated and 

then degrades rapidly with network depth increasing. In other words, adding more layers to a suitably 

network leads to higher training error (He and Sun, 2015; Srivastava et al., 2015), though the deeper 160 

network starts converaging. The residual learning framework proposed by He et al. (2016) is thus applied 

to deal with the degradation problem. 

 

 

Comment 10:  165 

323 This sentence does not make sense. Do you mean “Reliable and unreliable sites from each 

observation network, separated by a threshold ETC-derived correlation coefficient of 0.9, are listed in 

Table 5”? 

Response 10:  

Thanks for your kind suggestion. Your understanding of this sentence is right! We have revised the 170 

sentence according to your expression. The number of reliable and unreliable sites for each observation 

network, identified by a threshold of 0.9 for the ETC-derived correlation coefficient, is listed in Table 5. 

 

 

 175 



Comment 11:  

334 - 337 Please include references for the ARM, SURFRAD, BSRN, and FluxNet networks. 

Response 11:  

We are grateful for the suggestion. The corresponding references for the four networks are included in 

the revised manuscript. ARM (Stokes and Schwartz, 1994), SURFRAD (Augustine et al., 2000), BSRN 180 

(Ohmura et al., 1998), and FluxNet (Wilson et al., 2002).  

 

 

 

Comment 12:  185 

I assume the color bar represents a normalized count scaled to the most frequent count. Regardless, 

explain the color bar in the caption. 

Response 12:  

Thanks for your suggestion. The color bar illustrates the normalized density of samples. The 

corresponding explain has been included in the caption of the figure. 190 

 

 

 

Comment 13:  

414 “under snow and ice surfaces” ? Perhaps use “for snow and ice surfaces” ? 195 

Response 13:  

Thanks for your suggestion. We have revised the phrase according to your comment. 

 

 

 200 

Comment 14:  

453 Change phrasing to “…especially clouds that have significant impacts on shortwave…” 

Response 14:  

Thanks for your suggestion. We have revised the phrase according to your comment. 



 205 

 

 

Comment 15:  

454 Where do cloud optical thickness (COT) and cloud water vapor (CWV) data come from? 

Response 15:  210 

The COT and CWV data come from MERRA2 reanalysis. We have added the information in the revised 

manuscript. 

 

 

 215 

Comment 16:  

462 The sentence beginning with “Therefore, the performance…” does not make sense. Perhaps the end 

of that sentence should read: “…is comparable with regard to the accuracy of their Rn retrievals.” 

Response 16:  

Thanks for your kind suggestion. We have revised the phrase according to your comment. 220 

 

 

 

Comment 17:  

512 – 519 I don’t understand your Figure 11. The AVHRR and GLASS Rn’s as a function of COT are 225 

nearly on top of each other, yet the bias plotted on the same charts is significant. What am I missing here? 

Regardless, in the caption please define the bias and what the shading represents. 

Response 17:  

The absoulate bias is defined as the absoluate difference between daily mean AVHRR and GLASS Rn, 

i.e., |𝑅𝑛𝑎𝑣ℎ𝑟𝑟 − 𝑅𝑛𝑔𝑙𝑎𝑠𝑠|. To more easily understand, the bias is replaced by the difference. The shading 230 

represents the variation range (stand deviation) of global daily AVHRR and GLASS Rn retrievals and 

their absoulate differences. The related information has been added in the figure caption. 



 

The distributions of the absolute differences between daily mean AVHRR and GLASS Rn values in 

January and July 2008 are shown in Figure 1. There exist large absolute differences in both January and 235 

July. It is reasonable that large absolute differences occur in Figure 11 in the manuscript. The reason for 

the AVHRR and GLASS Rn values being nearly on top of each other (solid lines) is the effect of averaging 

operation over multiple land pixels within a certain COT range. However, the large variation range 

(shading) of daily Rn retrievals means a single pixel within a certain COT range may have a large absolute 

difference under some specific conditions. 240 

 

Figure 1: The distributions of absolute differences in January (left) and July (right), respectively.  

 

 

Comment 18:  245 

524 Please state how the difference is defined. Jan.- July or July – Jan. 

Response 18:  

The difference of cloud fraction is defined as Jan.-July. We have included the information in the revised 

manuscript.  

 250 

 

 

Comment 19:  

525 Do you mean “northern Australia” and “South America” ? 

Response 19:  255 

Note the areas where the CFs in July is larger than that in January 2008 (blue areas, Figure 2). The areas 

include Central Africa, Southern Asia, Southern Australia and Antarctica. We have revised the 



corresponding part in the manuscript.  

 

 260 

Figure 2: Spatial distribution of the global CFs differences between in January and in July 2008. 

 

 

Comment 20:  

545 “produced by NOAA” ? Should this read “replaced by NOAA”? 265 

Response 20:  

Thanks for your careful work. We have revised the mistake in the revised manuscript.  

 

 

 270 

Comment 21:  

555-560 The four timeseries in Fig. 12 after 2017 for all data sets may be well correlated but are obviously 

wrong and could not be used for climate studies. What does the shading represent in Fig. 12? 

Response 21: 

The LTDR project only uses afternoon satellite to generate the long-term AVHRR dataset because the 275 

atmospheric correction algorithm would produce high uncertainty when applied to low sun elevation 

pixels from the morning (am) satellites. Afternoon satellites include NOAA7, NOAA9, NOAA11, 

NOAA14, NOAA16, NOAA18 and NOAA19 (Figure 3). The use of these satellites alone inevitably 

leads to small gaps in the data in exchange for a higher accuracy in the atmospheric correction. The time 



series is not fully complete and presents some observational gaps. The most important two were found 280 

in 1994 and from 2018 onwards. In the first case, important gaps and noise were found in the images 

from March to September and empty data from September to December, due to NOAA11 orbital 

degradation. From 2018 onwards the data quality has been degrading due to important gaps in the images 

and the presence of artefacts (Otón et al., 2021). This is why the Rn timeseries after 2017 seem to be 

abnormal. At several studies, authors suggest that 1994, 2018, 2019, and 2020 are not used due to the 285 

poor quality of AVHRR data (Hansen et al., 2020; Tian et al., 2015). The corrsponding contents were 

included in the revised manuscript. 

The shading represents the variation range of global monthly mean Rn. The information has been included 

in the revised manuscript. 

 290 

 

 

 

Figure 3: Local overpass time of all NOA satellites containing the AVHRR sensor. Figure obtained from 

Clerbaux et al. (2020). 295 

 

 

Comment 22:  

557 Has the AVHRR calibration across all satellites been applied to the AVHRR data shown in Fig. 12? 

Response 22:  300 

The LTDR product performs geolocation, calibration, and atmospheric and surface anisotropy correction 

for all AVHRR sensors aboard the NOAA afternoon (pm) satellites (Vermote and Saleous, 2006; Vermote 

and Kaufman, 1995; Otón et al., 2021; Franch et al., 2017). The calibration method proposed by Vermote 

and Kaufman (1995) is applied consistently across the AVHRR instruments onboard various NOAA 

satellites. Relevant information refers to  305 



https://landweb.modaps.eosdis.nasa.gov/cgi-bin/ltdr/ltdr/ltdrPage.cgi?fileName=avhrr_calib.  

 

 

Comment 23:  

572 Do you mean 0.708? 310 

Response 23:  

Thanks for your carefule examination. I looked back at the statistics, and the best R is 0.708, not 7.08. I 

have revised the mistake in the manuscript. 

 

 315 

 

Comment 24:  

591 What is a wide overpass time? 

Response 24:  

The wide overpass time refers to a broad range of local time for satellite crossing over a particular 320 

location as shown in Fig. 3 from 13:00 to 20:00 LT for afternoon satellites.  

 

 

 

Comment 25:  325 

600 What Study? 

Response 25:  

Shupe et al. (2011) found annual cloud occurrence fractions are 58%–83% at the Arctic observatories, 

with a clear annual cycle wherein clouds are least frequent in the winter and most frequent in the late 

summer and autumn. We have included the study in the revised manuscript. 330 

https://landweb.modaps.eosdis.nasa.gov/cgi-bin/ltdr/ltdr/ltdrPage.cgi?fileName=avhrr_calib


 

 

 

Technical corrections:  

Comment 26:  335 

164 You don’t need “, respectively” in this sentence. 

Response 26:  

Thanks for your suggestion. I have deleted the “, respectively” in the revised manuscript. 

 

 340 

 

Comment 27:  

“BSRN_DRA” site. 

Response 27:  

Thanks for your suggestion. I have revised the “BSRA_DRA” to “BSRN_DRA”. 345 

 

 

 

Comment 28:  

483 “very low” not “vary low” 350 

Response 28:  



Thanks for your suggestion. We have revised the “vary low” to “very low”. 

 

 

 355 

Comment 29:  

543 1999-2000 

Response 29:  

Thanks for your careful examination. We have corrected the mistake. 

 360 

 

 

 

 

 365 

 

 

 

 

 370 

 

 

 

 

 375 

 

 

 

 

 380 

 

 

 

 

 385 

 

 



Response to referee #2 

Title: A global long-term (1981–2019) daily land surface radiation budget product from AVHRR satellite data 

using a residual convolutional neural network 390 

MS_No: ESSD-2021-250 

 

Thanks very much for taking your time to review this manuscript. We really appreciate all your 

valuable comments and constructive suggestions! The specific responses to your all comments are 

listed below one by one. 395 

 

 

 

Major comments: 

Comment 1: 400 

One of the real advantages I see with this dataset is the long record—since the dataset starts in 1981 

and has an accuracy equal to or exceeding other satellite-based estimates, this extends observation-

based estimates of the surface radiation budget significantly. That could be of significant value for 

long-term climate studies. The authors could highlight this advantage more strongly in the 

abstract and conclusions. 405 

Response 1: 

Thanks for your kind suggestion. We have highlighted the advantage of the long-term record of 

AVHRR Rn dataset in the abstract and conclusions, and the related content has been included in the 

revised manuscript. 

 410 

 

 

 

Comment 2: 

Evaluation and training are done against multiple networks, but some of these networks are 415 

interconnected, for example, some ARM and all SURFRAD sites are included in the BSRN. As I 

look at the list of sites in Table S1, it appears that some of these stations are included multiple times. 

For example, BSRN_DRA is the same station as SF_DRA because the SURFRAD Desert Rock 

stations is submitted to the BSRN global network. This is particularly a problem if any of the 

independent validation stations are also included in the training dataset. Please look into this 420 

duplication. 

Response 2: 



Thanks for your careful examination. After thoroughly reviewing the list of training (460) and 

validation (77) sites based on sites’ geographic coordinates (i.e, latitude, longitude, elevation), we 

found several duplicate sites in the individual training sites group, including one ARM (ARM_E13) 425 

site and six SURFRAD (SF_TBL, SF_DRA, SF_PSU, SF_SXF, SF_FPK, SF_GCM) sites have 

corresponding duplicated sites in the BSRN and FluxNet network in the training group. Besides, 

several sites from the AsiaFlux, including FxMt_GCK, FxMt_MSE, FxMt_QHB, FxMt_TMK, 

FxMt_TSE, FxMt_QHB, may be identical to the corresponding sites of the Global FluxNet. 

However, the same site from different observation networks has different time periods of record, 430 

e.g., BSRN_DRA (1998-2017) and SF_DRA (1999-2019). After these duplicated sites were 

removed from the training dataset, the training statistics were almost the same probably because the 

duplicated samples are relatively small compared to the total sample population. Therefore, we 

deleted theses duplicated sites in BSRN and FluxNet networks from Table S1 and Table 2, and the 

corresponding Figure 5(a) unchanged. The corresponding number of each network was also revised. 435 

 

In addition, we found out that there are three same sites in both the training and independent 

validation groups, as shown in Table 1, although they are nominally administrated by different 

observation networks. The three training sites of Lath_CN-Ha2, Lath_KR-Hnm, and Lath_ID-Pag are 

of the Global FluxNET. For corresponding three validation sites, the CF_HB site belongs to the 440 

ChinaFlux network; the FxMt_HFK and the FxMt_PDF sites are of the AsiaFlux network. The 

ChinaFlux and AsiaFlux networks are sub-network of the FluxNET project. Therefore, we believe 

that the respective three sites in the training group and the validation group are the same. 

Table 1 Summary of duplicate site in both training and validation sites groups. 

Training site 

name 

Latitude 

(°) 

Longitude 

(°) 

Elevation 

(m) 

Validation 

site name 

Latitude 

(°) 

Longitude 

(°) 

Elevation 

(m) 

Lath_CN-

Ha2 

37.6086 101.3269 3203 CF_HB 37.6099 101.3224 3205 



Lath_KR-

Hnm 

34.55 126.57 7 
FxMt_HFK 34.55 126.57 13.74 

Lath_ID-Pag 2.345 114.036 30 FxMt_PDF 2.345 114.0364 30 

 445 

Besides, we also found that several validation sites have extremely similar geographic coordinates 

to the training sites (Table 2). These sites are from the same observation network at local scale. 

These sites do not belong to the same site at both training and validation sites groups, e.g., the 

Lath_US-Tw1 in the training group and Lath_US-Tw1 (-2, -3) in the validation group. To deal with 

the issue, we have adopted the method that the mean values from these sites’ measurements within 450 

5-km extent were used to match the grid data, as mentioned in section 3 (Line 224). 

Table 2 Summary of sites with the similar geographic coordinates in training and validation groups. 

Training site 

name 

Latitude 

(°) 

Longitude 

(°) 

Elevation 

(m) 

Validation site 

name 

Latitude 

(°) 

Longitude 

(°) 

Elevation 

(m) 

FGI_MET0

002 

67.361866 26.637728 179 FGI_VUO000

2 

67.361883 26.643233 180 

HAWS17 38.8451 100.36972 1559.63 HAWS16 38.84931 100.36411 1564.31 

Lath_CA-

SCB 

61.3089 -121.2984 280 Lath_CA-

SCC 

61.3079 -121.2992 285 

Lath_US-

Tw1 

38.1074 -121.6469 -9 Lath_US-Tw2 38.1047 -121.6433 -5 

Lath_US-

Tw1 

38.1074 -121.6469 -9 Lath_US-Tw3 38.1159 -121.6467 -9 

Lath_US-

Tw1 

38.1074 -121.6469 -9 Lath_US-Tw4 38.10298 -121.6414 -5 

IMAU-S10 67.0005 -47.0167 1850 PM-KAN_U 67.0003 -47.0253 1840 

 

To keep the independence of validation dataset from the training samples, we removed duplicate 

three sites of the CF_HB, the FxMt_HFK, and the FxMt_PDF from the validation group. Note that 455 

we only use measurements of the sites with ETC coefficient of more than 0.9 to weaken upscaling 

errors of ground-based measurements. The ETC coefficients of the CF_HB and the FxMt_PDF are 

0.7492 and 0.0337, respectively. Measurements from the two sites were previously not used in the 

validation activity. Therefore, we only need to delete the FxMt_HFK site with an ETC coefficient 



of 0.9225 from the validation group to evaluate the performance of the RCNN model again. Figure 460 

1 shows the evaluated result based on the independent validation sites without/with the FxMt_HFK 

site. The uncertainty of Rn retrievals at validation sites changes slightly with RMSE values from 

26.66 Wm-2 to 26.77Wm-2.  

Therefore, previous independent evaluation of Rn retrievals at validation sites is reliable although 

duplicate three sites are used in training and validation dataset simultaneously. We have revised 465 

Figure 5(b) and the corresponding content in the revised manuscript. 

 

Figure 1: Evaluated results of RCNN model using independent validation dataset (a) without 

FxMt_HFK and (b) with FxMt_HFK site measurements, respectively. 

 470 

 

Comment 3: 

I am curious whether the results shown in Figure 7 reflect the fact that some of these networks are 

included in training the AVHRR dataset. It isn’t clear to me from the description whether training 

stations were also used in this analysis, or whether this only includes independent testing stations 475 

and stations that didn’t meet the reliability requirements. But even if these validation stations are 

independent from training data, the network of measurements around the ARM Southern Great 

Plains sites, for example, may be more similar to each other than a site that is located in a much 

different climate regime (e.g. independent sites ARM_E06 and ARM_E41 sites). That could lead to 

overfitting. It would be helpful to understand how independent this validation dataset is. 480 

Response 3: 

The collected sites come from several local observation networks and international networks. 

Generally, sites of the local networks are located at the small region (e.g., ARM, HiWATER), while 

sites of the international networks are distributed over the globe (e.g., BSRN, FluxNet). To fully 

utilize these networks, we follow the idea of determination of training and validation sites in the 485 

GLASS Rn estimation algorithm (Jiang et al., 2016). For an observation network with multiple sites, 

we randomly selected several sites to serve as independent sites and remaining sites are used as 

training sites. Regarding to a local network with less sites, all sites are used as training sites to ensure 



the representativeness of the training dataset in characterizing spatiotemporal variation of surface 

Rn. Based on the strategy, the training and validation sites are finally determined. Therefore, the 490 

training and validation dataset both have great representation that reflect different surfaces (land 

cover types, elevations) and atmospheric properties (climate zone), which is important for 

evaluating model’s robustness. Figure 2 shows the proportional distribution of training and 

validation sites under different conditions. This figure is also included in the supplementary to help 

readers more deeply understand the representations of the training and test datasets. 495 

 

Figure 2: Proportional distributions of (a-c) training sites and (d-f) validation sites under different 

climates, elevation ranges, and land covers, respectively. The value in the brackets is total number 

of sites under specific condition. 

The result in Figure 7 is obtained only using the independent validation dataset with ETC 500 

coefficients > 0.9 (reliable). We can see that AVHRR and GLASS Rn retrievals have comparable 

accuracies over most observation networks, and the overall validation result also illustrates that the 

difference of uncertainty in these two Rn datasets is small (< 1.63%). Specifically, the RMSE 

differences between AVHRR and GLASS Rn are -2.03 (ARM), -1.31 (BSRN), -1.34 (CEOP), -0.32 

(CEOP-Int), 1.41 (EOL), -0.84 (AsiaFlux), -1.32 (FluxNet), 0.22 (PROMICE), and -0.99 505 

(SURFRAD) Wm-2, respectively. The performance of RCNN model over ARM network is better 

than other networks as ARM is a local network with extremely similar conditions for training and 

validation, which may reveal a false performance of RCNN model. However, some results from 

BSRN, FluxNet, EOL networks can reflect more information about RCNN model robustness at a 

larger spatiotemporal extent. 510 

For the small regional network, measurements only reflect the spatiotemporal variation of Rn at a 

local extent. It is unsuitable to select many sites from local networks as validation sites to evaluate 

RCNN’s independent performance when we want to retrieve surface Rn at global scale. Therefore, 

more sites from the international networks should be used as the validation sites. Fortunately, the 

number of site from the local networks is small in the validation group. Most validation sites were 515 

used come from the networks at continental or global scales. Specifically, the number of sites from 

the continental and global networks is more than 89%, including BSRN (2), CEOP (5), EOL (5), 

AsiaFlux (10), FluxNet (39), and PROMICE (7). Conversely, the number of sites from local 

networks is small with a proportion < 10%, including ARM (2), HiWATER (1), GAME.ANN (1). 



Besides, based on the response 2, there is no duplicate site in training and validation site groups, 520 

except the CF_HB, the FxMt_HFK, and the FxMt_PDF. Therefore, the independence of validation 

dataset is adequate to evaluate the overall performance of RCNN model at validation sites. 

 

 

 525 

Comment 4: 

Does Figure 14 show local time? Please label for clarity. 

Response 4: 

Thanks for your nice suggestion. Figure 14 shows the local time of NOAA-series satellites crossing. 

We have added the information in the caption of figure 14 and the corresponding phrase. 530 

 

 

 

 

Minor comments: 535 

Comment 1: 

Line 50: “RT-based physical methods show a great generalization” I am not sure what this phrase 

means, please revise for clarity. 

Response 1:  

The phrase refers that different from empirical methods, the application of RT-based physical 540 

methods is not subjected to the limitation of training samples at a regional scale; in other words, the 

RT-based physical models are more applicable to a larger spatiotemporal extent. The phrase has 

been revised in the revised manuscript. 

 

 545 

 

Comment 2: 

Line 310: should it be: “data was then removed”? 



Response 2: 

Thanks for your careful examination. We have corrected the mistake in the revised manuscript. 550 

 

 

 

Comment 3: 

Line 346: “for in surface radiation estimations.” Wording doesn’t seem quite right here. 555 

Response 3: 

Thanks for your careful work. We have revised the phrase in the revised manuscript. 

 

 

 560 

Comment 4: 

Lines 360-361: This sentence is awkwardly written and should be revised. Changing consistently to 

consistent, and site to sites would improve readability. 

Response 4: 

Thanks for your kind suggestion. We have revised the phrase according to your comments. 565 

 

 

 

Comment 5: 

Line 483: should be very instead of “vary” 570 

Response 5: 

Thanks for your careful examination. We have corrected the mistake. 

 

 

 575 



Comment 6: 

Line 545: should “produced” be replaced? 

Response 6: 

Thanks for your careful examination. We have revised the phrase. 

 580 

 

 

Comment 7: 

Line 563: GLASS is misspelled GALSS 

Response 7:  585 

Thanks for your careful examination. We have corrected the misspelling. 

 

 

 

Comment 8:  590 

Line 572: I think that 7.08 must be 0.78. Please check. 

Response 8: 

Thanks for your careful examination. After looking back at the evaluated result, the R-value is 0.78, 

not 7.08. We have corrected the mistake. 

 595 

 

 

Comment 9: 

Line 690: I think “satellite replacement works” should be satellite replacement work if you are 

referring to times when there is no satellite data because it the satellites are being worked on. 600 

Response 9: 

Thanks for your kind suggestion. We have revised the phrase according to your comments. 



 

 

 605 

Comment 10: 

Line 697: should be “covered surfaces”. 

Response 10: 

Thanks for your careful work. We have corrected the mistake. 

 610 
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