Response to Reviewer #2

General comments

The authors apply BCSD (actually SD first then BC) to ensemble seasonal forecasts from ECMWF, for five basins in four arid regions. They use ERA5-Land (hourly) as reference data but that in itself represents a down-scaled (time and space replay of ERA5 atmosphere to global land) product. They make numerous references to the importance of topography but then give it almost no attention in results.

I do not think this fits in ESSD. Nothing about ESSD handling or not handling model products. Instead a fundamentally different approach to error terms and uncertainties. A forecast has some skill realized against actual outcomes: forecast 20 mm of rain in a given future period, validated or not against measured rainfall (with spatial and measurement errors!) during that forecast period. Some weather services extract probabilities from their ensemble forecasts, e.g. 50% chance of rain or snow, combined with some publicly acknowledged uncertainty of amounts, e.g. up to 3 cm of rain or snow expected, for shorter-term forecasts. I accept that seasonal forecasts present different challenges. Here, however, authors treat the forecasts as perfect (= certain) and likewise the reanalyses as certain and then, despite having introduced substantial but unspecified additional uncertainty by downscaling to 10 km and hourly, spend their efforts trying close gaps between forecasts and higher-resolution reanalyses. Nothing wrong with their approach, but ESSD focuses explicitly and extensively on real-world uncertainties (e.g. read ‘uncertainty’ paragraphs in ESSD guidelines at https://www.earth-syst-sci-data.net/10/2275/2018/). A typical ESSD paper describes uncertainties of a measurement (e.g. PM2.5 in Christchurch) in terms of instrument errors, measurement errors, operational errors, etc. Then and only then would one attempt to calculate uncertainty of an air quality forecast. ‘Uncertainty’ is a different problem for ECMWF and for these authors than in most ESSD papers. That difference causes the mismatch. In review that follows I express the view that authors tend to over-sell their product but I do not doubt their motivation or their skill. I doubt that their description belongs in ESSD.

Reply: We would like to thank the reviewer for the feedback. Before we start with a detailed reply to each of the comments, we would like to give a general statement about this particular review. While we highly appreciate several constructive comments that actually led to an improvement of the manuscript, we feel that two of the main points of criticism cannot be addressed in a way that the reviewer will be fully satisfied:

1. According to the reviewer, our manuscript does not fit into the scope of ESSD. This is mentioned several times: “I do not think this fit in ESSD”, “I doubt that their description belongs in ESSD”, “Their approach however still seems orthogonal to the intent of ESSD”

2. The reason for this is that, according to the reviewer, we did not provide a full-fledged uncertainty analysis: “but ESSD focuses explicitly and extensively on real-world uncertainties”, “Uncertainty’ is a different problem for ECMWF and for these authors than in most ESSD papers”.

Prior to submitting our manuscript to ESSD, we have approached the editor and discussed, if our paper fits into the scope of the journal. For this purpose, we have also submitted an extended abstract which included the key aspects of our study and dataset. It was discussed and, finally, concluded and agreed that a publication in ESSD is justified mainly due to two reasons:
• Obtaining reliable and consistent observation-based long-term and high-resolution information in our study regions is almost impossible (as also acknowledged by the reviewer): A decreasing number of stations used in global station-based products (Lorenz and Kunstmann, 2012, Lorenz et al., 2014) and a lack of continuous local station data in these regions limit the options for reliable reference data. However, information about incoming water resources as well as their long-term trends and dynamics are crucial for the sustainable water management in such climatically vulnerable dry regions. Due to this dilemma, we cannot rely solely on incomplete observations, but need to expand the data sources, e.g., to model-based information.

• Our used reference dataset ERA5-Land is a model-based reanalysis product. Despite no direct usage of observations in the production of ERA5-Land as an offline re-run of ECMWFs latest reanalysis ERA5, it benefits from the millions of observations that have been assimilated in the ERA5 atmospheric forcing as well as from the lapse rate correction of input air temperature, air humidity and pressure in the interpolation step to consider the importance of topography at the higher resolution. ERA5-Land should therewith ensure a high quality and high resolution information of surface variables.

Thus, the need for reference alternatives for our study regions required the use of state-of-the-art model-based high-resolution reanalyses. Single hydrometeorological variables such as precipitation could also have been provided by high-resolution remote sensing-based information, but the required consistency and intrinsic dependence structure of all considered variables for subsequent impact modeling could not be provided by using several different datasets, most likely also at different spatial resolutions. Moreover, the design of our framework allows us to easily extend the set of forecasted variables and domains as both ERA5-Land and SEAS5 provide a wide range of consistently defined global hydrometeorological variables. We therefore demonstrated a sound solution, imposed by the constraints, for securing a reference dataset in data-sparse regions to be able to finally provide improved bias-corrected regionalized seasonal forecasts for decision-support and impact modeling. That being said, we have put tremendous efforts in the evaluation and treatment of uncertainties in previous studies (see e.g., Lorenz and Kunstmann, 2012; Lorenz et al., 2014; Sneeuw et al., 2014; Lorenz et al. 2015). So, while we fully understand the criticism of the reviewer, we hope that this discussion helps to comprehend the design of our approach.

As the reviewer raises several points of criticism in the general comments, we would like to answer to each of the raised issues point by point.

They make numerous references to the importance of topography but then give it almost no attention in results.

Reply: ERA5-Land is based on the spatial downscaling of ERA5. This downscaling also includes a thermodynamic orographic adjustment (see e.g. the presentations from Muñoz Sabaters et al. 2017, 2018 or the landing page for ERA5-Land, ECMWF, 2019). So, while we do not apply an “explicit” orographic adjustment, we use a reference dataset which was corrected for orography. This also means that by applying a bias-correction towards ERA5-Land, we automatically include an implicit orographic adjustment.
I do not think this fits in ESSD. Nothing about ESSD handling or not handling model products. Instead, a fundamentally different approach to error terms and uncertainties.

Reply: See our general comments and discussion above. Suitability has been confirmed prior to the submission by the editorial board.

A forecast has some skill realized against actual outcomes: forecast 20 mm of rain in a given future period, validated or not against measured rainfall (with spatial and measurement errors!) during that forecast period.

Reply: As the reviewer also mentions in a later comment, we are looking at data-sparse and orographically complex regions. While we also made comparisons against the (very few) station-based observations in preparatory studies, we think that comparing a model-based product with a spatial resolution of 10 km against point-based measurements in such complex domains only allows for limited insights. Moreover, in such regions, evaluating global data is always a compromise as you can either use few station-based observations (which come with their own shortcomings and issues) or rely on gridded reference products like, e.g., ERA5, ERA5-Land or (for rainfall) more specific datasets like MSWEP or CHIRPS. That being said, in the submitted article we have already included a comparison of the forecasts against actual outcomes in Figures 2 and 3: We show the Bias and Root Mean Squared Error of SEAS5-BCSD and SEAS5 against our reference ERA5-Land. It should be further noted that the aim of any bias-correction is to make a forecast more consistent with a reference product, and not necessarily the improvement of the prediction skill, which is something totally different (see also our reply to the reviewer’s comment to Page 11 section 5).

Some weather services extract probabilities from their ensemble forecasts, e.g., 50% chance of rain or snow, combined with some publicly acknowledged uncertainty of amounts, e.g., up to 3 cm of rain or snow expected, for shorter-term forecasts.

Reply: This is totally true but such public information requires a lot of preliminary groundwork and this is exactly the main purpose of our dataset. For deriving, e.g., probabilities for rain and snow, you need to introduce deterministic thresholds. This, however, is a problem particularly for longer-term forecasts due to the model drift. As an example, 3mm/day of rainfall can correspond to the 10%-quantile during lead 0, while it corresponds to the 30%-quantile during higher leads. If such probabilistic information (50% chance of rain and snow) should be derived from the forecasts, one needs to correct for these drifts and this is one of the outcomes from our study. Furthermore, information about the uncertainty (or spread) of e.g., up to 3mm is useless if the climatology and natural variability of rainfall is not taken into account. An ensemble spread of 3mm in a dry region indicates a highly unsharp forecast while we would not care if such values are obtained over e.g., high-precipitation monsoon regions. This shows that the forecast information, that we’re used to obtain from weather services, requires a) a reliable and consistent (w.r.t. some kind of reference data) re-forecast product over a quite long period to be able to correct for biases and b) some understanding about the local climate conditions.

During our joint workshops and meetings in the target regions, it was clearly stated by local authorities, researchers, and stakeholders that there is currently a lack of tailored regional seasonal forecast systems in almost all our study regions and we are convinced that our dataset is a promising contribution for developing such systems in the future. To conclude, our dataset serves exactly this purpose: that weather services, stakeholders and other water experts in the study regions are enabled to apply regionalized seasonal forecasts.
Here, however, authors treat the forecasts as perfect (= certain) and likewise the reanalyses as certain...

Reply: While we acknowledge that reanalysis products are far from perfect (Lorenz et al., 2012, Lorenz et al. 2014, Gleixner et al. 2020), they already include millions of observations and, moreover, are often the only source of consistent hydrometeorological information in data-sparse regions (Gleixner et al., 2020). This was already stated in our introduction (page 3, line 25). But besides these concerns, recent studies already certify a performance of state-of-the-art reanalyses that is similar to those from observation-based datasets (see e.g. Tarek et al., 2020). With respect to the forecasts, we included the comparison of the wet-day-probability (Figure 7) and the CRPSS (Figure 8), which both take the whole ensemble and it’s spread into account, still demonstrating the “uncertainty” of the improved forecasts.

...and then, despite having introduced substantial but unspecified additional uncertainty by downscaling to 10 km and hourly, spend their efforts trying close gaps between forecasts and higher-resolution reanalyses.

Reply: We agree that any downscaling approach can introduce additional uncertainty. But it is not the scope of this publication to perform an error propagation for a classical bilinear interpolation. Furthermore, we perform no temporal downscaling as both the reference and forecast data are available at daily resolution (i.e., there is no hourly data used in our study). We also do not understand why the reviewer is complaining that we are trying to close gaps between forecasts and higher resolution reanalyses as this is exactly the aim of any downscaling approach.

Nothing wrong with their approach, but ESSD focuses explicitly and extensively on real-world uncertainties (e.g. read ‘uncertainty’ paragraphs in ESSD guidelines at https://www.earth-syst-sci-data.net/10/2275/2018/). A typical ESSD paper describes uncertainties of a measurement (e.g. PM2.5 in Christchurch) in terms of instrument errors, measurement errors, operational errors, etc. Then and only then would one attempt to calculate uncertainty of an air quality forecast.

Reply: We have difficulties understanding the "real-world uncertainties" mentioned by the reviewer. How can we obtain such “real-world uncertainties” if the “true” state in such regions is unknown or only accessible at some very few locations? Particularly in data-sparse regions, we have limited knowledge and data which makes it almost impossible to quantitatively validate a distributed model at every single location. So, every evaluation is relative as we always have to refer to some reference (reanalysis, remote sensing products, etc.), which is often far from perfect. Regarding the uncertainty of the improvement of the forecasts to our chosen reference product ERA5-Land, we provide the CRPSS (Figure 8).
The reviewer is further referring to a full-fledged error propagation from the measurement through the whole assimilation in a reanalysis product (which is used for initializing a forecast) down to the final forecasted variable. While we fully acknowledge that this propagation is crucial for purely observation-based datasets, it is impossible to realize in such a complex model-cascade.

In review that follows I express the view that authors tend to over-sell their product but I do not doubt their motivation or their skill.

Reply: We do not want to raise the impression that we’re over-selling our product. Despite the fact that this is one of the first publicly available regional seasonal forecast products that also provides operational forecasts, we show in several figures and analyses how our framework improves the raw forecasts. Besides this, we also mention shortcomings of the approach already in the abstract (page 1, lines 11 – 13) and extensively discuss these limitations on page 13, lines 4 – 8 or page 14, lines 9 – 14.
Page 1 line 19 and following: Domain numbers e.g. DO4 come from ECMWF forecasts, from DKRZ labelling, or for author convenience? Used extensively in some sections of results and figures but in other places authors seem to rely more on geographic acronyms e.g. CC-basin. Use / need both?

Reply: We have decided to use domain numbers that can be easily expanded. This is why we have enumerated the study areas in our manuscript from D01 (Karun basin, Iran) to D04 (Catamayo-Chira basin, Ecuador / Peru). These numbers have been defined in the SaWaM-project (https://grow-sawam.org) in which this study has been conducted. Please note that here, we refer to domains and not basins. As we’ve also included an evaluation of basin-averaged forecasts, we also needed some abbreviations for these regions (like, e.g., the CC-basin). Moreover, the third domain D03 actually contains two basins, namely the Blue-Nile-basin (BN) and the Tekeze-Atbara-basin (TA). We therefore need both the domain numbers and the basin acronyms. This distinction will be clarified in the revised manuscript.

Page 3 line 29: “huge” another press opinion or outcome of a peer-reviewed study?

Reply: It was stated in many scientific publications that the GERD will have significant implications for the whole Nile Basin (e.g., Wheeler et al. 2020, Basheer et al. 2020). But in order to sound a bit less sensational, we will re-phrase the respective sentence and add references to Kidus et al. (2019), Wheeler et al. (2020) and Basheer et al. (2020).

Page 3 line 30: “urgent need” expressed by who? The authors?

Reply: It was stated in many scientific publications that longer-term forecasts have the potential to significantly improve the regional water management, particularly in water-scarce regions which highly depend on the incoming freshwater resources from the rainy seasons. While multiple examples were already provided in the first part of the introduction, we will re-phrase the respective sentence and add references to Tall et al. (2012) and Gerlitz et al. (2020).

Page 4 lines 8 to 11: previous limitations mostly applied to ‘short-term’ not ‘seasonal’ forecasts. The authors make very high claims for this product without any evidence.

Reply: We did not fully grasp the direction in which the reviewer was aiming with the mentioned limitations. The limitations of forecasts with different forecast horizons, that can be corrected with post-processing methods, are similar because the underlying model systems are similar. As an example, at ECMWF, most forecasts products and reanalyses are based on a single model system called the Integrated Forecasting System (IFS). Similarly, other atmospheric model systems like the Weather Research and Forecasting Model (WRF) are used for developing short-term forecasts (e.g. Vladimirov et al. 2020) as well seasonal predictions (e.g. Siegmund et al. 2017) and climate simulations (e.g. Heinzeller et al. 2018). Thus, issues like a low spatial resolution, model biases or model drifts are not due to a specific forecast horizon, but rather due to the general usage of outputs from global hydrometeorological models.

If the reviewer is referring to the six limitations that were defined by Patt and Gwata (2002), it should be noted that this reference was explicitly about the usage of seasonal forecasts, as already mentioned in the title (Effective seasonal climate forecast applications: examining constraints for subsistence farmers in Zimbabwe).

Furthermore, we do not think that we make “high claims” without any evidence. We show that, compared to the raw forecasts, our SEAS5-BCSD has an improved resolution, reduced biases and, hence, better consistency with ERA5-Land as well as substantially reduced model drifts.

Furthermore, we have published and thereby made transparent the whole repository via the DKRZ, so it can be used freely for evaluating the potential of seasonal forecasts in the study regions and for educating local experts.
Page 4 line 14: what does ‘reference’ mean in this sentence?
Reply: By the very nature of any bias-correction, we need some reference information towards which we correct the forecasts. This holds true for forecasts on all temporal scales. In our study, we’re using data from ERA5-Land as reference information, towards we correct the seasonal forecasts. As we’ve already mentioned in the manuscript, we are well aware that such products have their limitation but they are often the only source of consistent hydrometeorological information in such data-scare regions.

Page 4 line 20: 5 days before the present?
Reply: We of course meant “before” instead of “after”. Thank you for this note.

Page 4 line 25 to 29: this text comes almost verbatim from the landing page for ERA5-Land. Authors should cite that?
Reply: This is true. Thank you for this comment. We will rephrase and add a reference to the respective pages.

Page 5 Table 1: Nothing about elevation or topographic complexity of basins. Earlier, authors listed elevation corrections as a necessary or desirable feature?
Reply: We agree that we have over-emphasized the topography-aspect in our manuscript. As we only apply an “indirect” topographic correction through the bias-correction towards ERA5-Land, we will re-phrase the respective parts and clarify that we do not apply any further adjustment or dedicated evaluation. Nevertheless, we will include more details about the topography in the revised manuscript.

Page 5 line 11: bias correcting to what?
Reply: They have used the Southeast Asia OBServations (SA-OBS) gridded rainfall product as reference. We’ll clarify this in the revised manuscript.

Page 5 line 15: readers will likely know forecast skill score but the term “highest’ conveys nothing about skill level
Reply: We agree that the term “highest” was misleading in this context. We now use, in accordance with the abstract from Gubler et al. 2019, the term “highest prediction performance”.

Page 6 line 6: “crucial’ to understand orography but authors give only generalities (“up to 4000 m” Fig 1 not much help, only color-coded 2-D. Give us an elevation profile for stream level 1?)
Reply: See our comment to Page 5 Table 1. In addition, what exactly is the reviewer referring to with “elevation profile for stream level 1”? If a cross section of the river streams is meant that would not give additional insight in the context of the study.

Page 6 line 9: no doubt, but by who’s definition? Or what reference?
Reply: In the past, we have made extensive analyses with freely available hydrometeorological datasets. As an example, in Lorenz and Kunstmann (2012) or Lorenz et al. (2014), we have evaluated the number of gauges that usually go into global precipitation datasets or which are available via online data portals like GRDC. Prior to this study, we have also looked at the number of stations in each of the basins, which was constantly decreasing during the last decades. While there are certainly more stations available (e.g., operated by local meteorological organizations), it is often difficult to get access to reliable long-term observational data. As the general reference, we will add Lorenz and Kunstmann (2012) and Lorenz et al. (2014).
Page 6 line 10: “dangerous”?

Reply: We want to emphasize that there is a lack of in situ data in particular those climatically sensitive regions, where a continuous, quality-controlled, and reliable observation of major climatic variables is crucial. To sound a bit less sensational, we will use terms such as “worrying” instead.

Page 6 line 12: “assumed to experience an increase in the frequency and severity” assume by who, what references. Likely true but on what basis? References that follow in this paragraph document past extreme events but largely avoid prediction?

Reply: This increase in the frequency and severity of extreme events was reported in multiple studies. See Marengo et al. (2012), Torres et al. (2017) or Andrade et al. (2020) for regional assessments and Fischer and Knutti (2014) or Touma et al. (2015) for studies on global trends. There is even a dedicated IPCC special report (Shukla et al. 2019), which focuses (amongst others) on climate change, desertification and land degradation. We agree that we should have added some references which support our statement. This will be done in the revised version.

Page 7 line 8: “these anomalies” - the remaining differences between forecast and reference data once the climatological mean reference has been subtracted?

Reply: Exactly. We will clarify this in the revised manuscript.

Page 8 line 9: “fairly large number of samples for both the reference” but these represent data sparse regions?

Reply: The number of samples usually refers to the numbers of values that are used for calculating a statistical distribution. Here, we are using data from ERA5-Land and SEAS5 so we actually have values in each single pixel. Data sparsity refers to the lack of in situ stations. So, while our regions can be assumed to be data sparse in terms of station data, we have a large number of daily model-based sample data.

Page 9 Model Biases: extensive discussion of how the uncorrected forecasts fail but why do we care? Useful discussion starts at line 24?

Reply: Before we start to discuss the impact and performance of the bias-correction, we (and the readers) have to understand the overall characteristics and magnitudes of the model biases and how they vary between the study domains. Only then can we put the quantitative results in a meaningful context. We would hence not assume the discussion to be useless.

Page 9 line 29: “RMSE of SEAS5 BCSD is much lower compared to the raw forecasts.” Strong statement not supported by Figure 3. This statement from line 33 “other cases where the bias-correction shows almost no improvement” seems more accurate. For this reader, Fig 3 shows that when RMSE differences occur, they generally favor the BCSD product, while in other cases one can not distinguish RMSE terms between raw and corrected. We also need, as the authors hint but do not show, some uncertainty limits here? All precip RMSE, except for one station, lie below 2 mm/day, often below 1 mm/day. Do the authors claim such accuracy in their base numbers? One doubts. For tas, again except for 1 station, essentially all RMSE lie below 1k. The authors expect us to believe with their tools they can distinguish products at 2 mm/day and 1k? Remarkable if true but they give us no evidence. A low correlation error (RMSE) between two products of assumed ‘perfection’ but almost certainly with high inherent fundamental uncertainties seems of little relevance?

Reply: We agree that we have focused on the basins where a reduction of the RMSE was visible. In the revised manuscript, we will also cover the cases where the bias-correction has no or a negative impact. However, there seems to be a general misunderstanding with respect to the quantities that
are shown and analyzed. Figure 2 and 3 are based on **basin-averages** from ERA5-Land, SEAS5 and SEAS5-BCSD and do not show a comparison between station-based observations and forecasts. That being said, averaging across a basin (or domain, area, etc.) acts as a kind of “filter” (similar to computing monthly from daily data) and differences between such averages are, by nature, smaller than comparing e.g., station-based observations with pixel-based data from a model with a spatial resolution of 10km and more.

We do think that differences of **basin-averaged monthly averages** at the 2mm/day and 1K level are worth to mention. As a quantitative example, for the Catamayo-Chira-basin, the RMSE during the peak of the rainy season (February/March) is reduced by 2mm/day (or 60mm/month). On average, seasonal precipitation between January and April is around 1100mm/season (or 275mm/month or around 10mm/day). Hence, a RMSE-reduction of 2mm/day refers to around 20% of the total precipitation during the peak rainy season and we think that this is a quite substantial improvement. This example also puts the RMSE-values across the other basins into a quantitative context. For the Karun, we have (even after BCSD) RMSE-values of around 2mm/day and this refers to almost 40% of the average total precipitation during the four peak months of the rainy season (3,9mm/day).

Similarly, the climatological ranges of basin-averaged temperatures are 5K (Saõ Franciso), 30K (Karun), 7K (Blue Nile and Tekeze-Atbara), and 2K (Catamayo-Chira). So, depending on the region, RMSEs of mean monthly precipitation and temperature forecasts often have magnitudes of 0-4 mm/day and 0-2K (or 20 – 40% with respect to the long-term mean). These values are also in-line with similar studies (see e.g., Gerlitz et al. 2016 or Zebaze et al. 2019).

From a conceptual point of view, outliers or larger errors get more weight in the calculation of the RMSE compared to the bias. If there are certain months with large differences between the forecasts and the reference (which could even receive some correction in the “wrong” direction), the RMSE after bias-correction can remain unchanged or (in some cases) even worse.

---

Page 10: Reader needs to jump from Fig 3 in 4.1 to Fig 6 in 4.2 then back to Fig 4 in 4.3. Reason for this hopping around? Hopping will disappear once Figures take their appropriate place in final document but then sequence will look wrong?

Reply: This is true. We will re-arrange the sequence of Figures in the revised manuscript.

Page 10 Section 4.2 resolution: no uncertainties here? These are average sums of 4-month periods from 25 to 51 ensemble runs over 35 years. They must have SD, 95CI, etc? Almost every number and result across the manuscript has substantial uncertainty ranges but authors treat everything as exact?

Reply: The main goal of the presented approach is the correction of biases. In order to show the performance of the chosen method, we need to analyze the long-term biases between the reference information and the forecasts. And this is what we’ve done in section 4.2. Nevertheless, in order to focus more on the spread or uncertainty of the forecasts, we’ll also include some discussion about the standard deviations of the reference data as well as the raw and corrected forecasts (see Figure 1).
Figure 1: Total seasonal precipitation (left) and standard deviation of precipitation (right) from SEAS5 raw, SEAS5 BCSD and ERA5-Land for the four main months of the rainy seasons, over the period 1981 to 2016. This figure will replace the “old” Figure 6 as it shows that also the precipitation dynamics of SEAS5 BCSD agree better with the ERA5-Land-reference.

Page 10 section 4.3 lead-time: without ranges or uncertainties, reader has no basis to accept any of these supposed differences or patterns.

Reply: The reviewer is absolutely right in that all these maps are based on an average across a long period of time and 25 ensemble members and, hence, can be provided with some statistical quantities (standard deviation, etc.). However, in this plot and the corresponding section, we would like to focus on the model drift of the whole SEAS5-forecasting system and why it is important to remove this effect.

Page 10 line 20: weather patterns may shift but locations do not shift, southward or any other direction

Reply: We will re-phrase the respective part to “A shift of higher temperatures and higher radiations with increasing lead times towards south.”

Page 11 line 3: reader needs to go from Fig 4 in previous paragraph now to Fig 7. Consider a more helpful and logical sequence??

Reply: This is truly confusing. We will re-arrange the sequence of Figures in the revised manuscript.
Page 11 line 5: reader now moves from geographic codes KA or CC back to domain codes D03. Why? Confusing!

Reply: We are evaluating the forecasts over domains (D01 to D04) and river basins (KA, SF, BN, TA, CC). This is why we sometimes switch between geographic and domain codes. We will make this clearer in the revised manuscript (see also our reply to the comment for Page 1 line 19).

Page 11 section 4.5 overall skill: many readers will know these skill scores but will usually have seen them expressed as a range. This reader has no confidence in an absolute CRPSS of 0.4 but might accept a range from 0.3 to 0.5? Again, authors treat their results as absolute when in fact they contain substantial uncertainty!

Reply: We agree that we treat the CRPSS-values as “absolute” results but it depends on the application if a range of values or a simple mean makes more sense. By the very nature of the CRPSS, it requires an ensemble forecast and, hence, also takes the spread and statistical ensemble distribution into account. In order to analyze the performance of a forecasting system, we need to average across one or multiple dimensions (usually time) just like any other performance metric (like correlation, NSE, RMSE, etc.). In our case, we’re showing the median over 36 years, which is fully consistent with many other studies (Yuan et al. 2015, Dutra et al. 2013, Lin et al. 2020, Dirkson et al. 2019). On the other hand, Steiger et al. (2018) show a boxplot of CRPSS-values (as requested by the reviewer), where the spread is computed across all global individual, pixel-based CRPSS-values. But the individual values, which go into the boxplot, are computed in exactly the same way as in our Figure 8. Similarly, Arnal et al. (2018), Woldemeskel et al. (2018) or Bazile et al. (2017) show boxplots and ranges of CRPSS values but such analyses are based on an ensemble across many regions or river basins (and NOT time). In such applications, it makes certainly sense to look at the range of CRPSS-values as the authors compute this range from individual CRPSS-values across many pixels, regions, domains, basins, etc. In our study, we focus on individual basins and show how the CRPSS varies between different lead-times and forecasted months. Adding some uncertainty bounds to our CRPSS-analysis would be actually a subsequent step (e.g. across all basins, which would be similar to the workflow in e.g. Bazile et al. 2017). However, we do not think that computing uncertainty bounds from only five values gives any additional insights.

Page 11 section 5 Discussion: helpful discussion of regional factors follows, intended apparently as justification for why corrected products seem occasionally but not consistently to outperform original forecasts. Very real regional challenges, no doubt. But if the original forecast products lacked sufficient skill when confronted by meteorological and topographic details of each basin, bias correction to higher resolution will not remove that fundamental detail-driven uncertainty? It may raise skill scores but still miss key local details. E.g. it will continue to show high fundamental uncertainty! Vis “spatial and temporal inconsistencies in the forecasted spatial extent and intensity” (Page 12 line 7) of precip, of temperature, of clouds, etc. represent the real-world uncertainty not included and certainly not overcome! The authors themselves make this point (Page 12 line 13) that for basins with skill score improvements of 0 and no differences in RMSE, fundamental uncertainty has defeated their good efforts!

Reply: First of all, we were indeed able to demonstrate that our forecasts outperform the raw forecasts: Figure 2 shows a reduction of bias (which is the main impact of a bias correction) across all basins and all variables and Figure 8 shows positive CPRSS-values across the majority of variables, forecasted and lead months. Therefore, we think that the term occasionally is not justified. We of course agree that differences between forecasts and any regional reference (no matter if it is a merged or purely station-based product) can be attributed to fundamental, detail-driven uncertainty and the lack of local details. We can only improve the forecasts by bias-correction when
they already provide a certain degree of skill, i.e., when the raw forecasts are already able to represent general circulation patterns and processes. The bias correction and spatial disaggregation are then able to introduce smaller-scale details (and implicitly smaller-scale processes) through the reference data. An explicit treatment of smaller-scale details and processes would require dynamical downscaling using a complex atmospheric model to improve the spatial resolution of atmospheric variables. From a more technically point of view (and our own experience), doing such dynamical downscaling experiments for an ensemble forecasting system for a period of almost 40 years and 25 and more ensemble members results requires tremendous computational resources, which is why approaches like BCSD and other statistical-empirical techniques gained more and more popularity. Regarding dynamical downscaling, several studies (e.g. even of ourselves: Klein et al. 2015 or Yang et al. 2021) further showed that the used parameterizations of small-scale processes in the models further introduce high uncertainties that can completely change the performance skill of the original data set.

Furthermore, the reviewer states that fundamental uncertainty has defeated their good efforts! Again, we think that this is a too pessimistic view as e.g., over the Sao Francisco Basin, where the raw forecasts for December, March and April were already quite good, we do not think that we were defeated by fundamental uncertainty but rather did not improve much upon the raw forecasts (which was already stated in our manuscript).

Page 27 Figure 2: These are composite biases (areal sum of daily data) for source forecast vs ERA5-Land reanalysis? The colours - almost impossible to distinguish even in the label) represent different lead times from 0 to 11 months? Or are these monthly averages? Not clear. After working extensively similar Fig 3, I still find these graphics difficult to read and interpret.

Reply: We fully agree and will change the Figure in a revised manuscript.

At this point this reader largely ‘gave up’. The data description for DKRZ seems easy to use and very helpful. Authors have provided useful guidance to static products and how to find updates. Generally ESSD does not allow: ‘contact the author’ (Page 15 line 23). Appendices provide useful documentation on BC, on error calculations, and on skill scores. Overall the authors have provided useful information. Their approach however still seems orthogonal to the intent of ESSD.

Reply: Thank you very much for these generally positive final words. The reason why we’ve included the contact information is that the DKRZ hosts the “hindcast” product from 1981 to 2019, while the operational forecasts are only available via the KIT Campus Alpin DataServer. But if it is necessary, we can of course remove this information.
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