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Abstract. TS1Deep convection possesses markedly distinct properties at different spatiotemporal scales. We
present an original high-resolution (4 km, hourly) unified data product of mesoscale convective systems (MCSs)
and isolated deep convection (IDC) in the United States east of the Rocky Mountains and examine their climato-
logical characteristics from 2004 to 2017. The data product is produced by applying an updated Flexible Object
TrackerCE1 algorithm to hourly satellite brightness temperature, radar reflectivity, and precipitation datasets.
Analysis of the data product shows that MCSs are much larger and longer-lasting than IDC, but IDC occurs
about 100 times more frequently than MCSs, with a mean convective intensity comparable to that of MCSs.
Hence both MCS and IDC are essential contributors to precipitation east of the Rocky Mountains, although
their precipitation shows significantly different spatiotemporal characteristics. IDC precipitation concentrates in
summer in the Southeast with a peak in the late afternoon, while MCS precipitation is significant in all seasons,
especially for spring and summer in the Great Plains. The spatial distribution of MCS precipitation amounts
varies by season, while diurnally, MCS precipitation generally peaks during nighttime except in the Southeast.
Potential uncertainties and limitations of the data product are also discussed. The data product is useful for in-
vestigating the atmospheric environments and physical processes associated with different types of convective
systems; quantifying the impacts of convection on hydrology, atmospheric chemistry, and severe weather events;
and evaluating and improving the representation of convective processes in weather and climate models. The
data product is available at https://doi.org/10.25584/1632005 (Li et al., 2020).

1 Introduction

In the atmosphere, deep convection refers to thermally driven
turbulent mixing that displaces air parcels from the lower at-
mosphere to the troposphere above 500 hPa (Davison, 1999),
leading to the development of convective storms. The heavy5

rain rates associated with deep convection can significantly
affect the water cycle (Hu et al., 2020) and other aspects such
as soil erosion (Nearing et al., 2004), surface water qual-
ity (Carpenter et al., 2018; Motew et al., 2018), and man-
aged and unmanaged ecosystems (Angel et al., 2005; Der-10

bile and Kasei, 2012; Rosenzweig et al., 2002) that are es-
sential elements of the biogeochemical cycle. By redistribut-

ing heat, mass, and momentum within the atmosphere, deep
convection also has important effects on atmospheric chem-
istry (Anderson et al., 2017; Andreae et al., 2001; Choi et 15

al., 2014; Grewe, 2007; Thompson et al., 1997; Twohy et al.,
2002), large-scale environments (Houze Jr, 2004; Piani et al.,
2000; Stensrud, 1996, 2013; Wang, 2003), and radiation bal-
ance (Feng et al., 2011; Zhang et al., 2017).

Besides its effects on the energy, water, and biogeo- 20

chemical cycles, deep convection also has more direct
societal impacts. As a significant source of natural hazards
such as tornadoes, hail, wind gusts, lightning, and flash
flooding, deep convection poses critical threats to human
life and property (Brooks et al., 2003; Doswell et al., 1996; 25
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Koehler, 2020; Taszarek et al., 2020). During 1950–1994,
deep convection thunderstorms produced 47 % of annual
rainfall and up to 72 % of summer rainfall on average east
of the Rocky Mountains (Changnon, 2001b). During the
same period, both the number of severe thunderstorms5

and amount of deep convection precipitation have in-
creased in most regions of the contiguous United States
(CONUS) (Changnon, 2001a, b; Groisman et al., 2004).
Folger and Reed (2013) found that hazards associated with
thunderstorms have accounted for 57 % of annual insured10

catastrophe losses since 1953. Since the 1980s, the inflation-
adjusted economic losses due to convective storms have
increased from about USD 5 billion to about USD 20 bil-
lionTS2 in recent decade (https://www.iii.org/fact-statistic/
facts-statistics-tornadoes-and-thunderstormsTS3 ). With15

warmer temperatures, the environments of hazardous con-
vective weather are projected to become more frequent in
the future (Diffenbaugh et al., 2013; Seeley and Romps,
2015), although few robust trends have emerged in the recent
decades (Houze Jr et al., 2019; Tippett et al., 2015).20

The crucial roles of deep convection motivate the need for
more accurate and comprehensive datasets to improve under-
standing and modeling of this process and its impacts. To this
end, datasets with information on the location and time of oc-
currence, intensity, and other properties of deep convection25

are necessary to understand and quantify its impacts on the
hydrologic cycle, severe weather hazards, large-scale circula-
tions, etc. While field campaign data can provide detailed in-
formation on deep convection properties, they are limited in
space-time coverage for statistical analysis. A corresponding30

reliable long-term dataset is undoubtedly useful for model
evaluation and development (Prein et al., 2017; Yang et al.,
2017).

Deep convection can exist as isolated convective storms
or organized storms with mesoscale structures. A mesoscale35

convective system (MCS) is an aggregate of convective
storms organized into a larger and longer-lived system, which
is the largest type of deep convection. Due to their much
longer duration and broader spatial coverage, MCSs gen-
erally have stronger and longer-lasting influences on large-40

scale circulations than isolated deep convection (IDC) events
(Bigelbach et al., 2014; Stensrud, 1996, 2013). MCSs may
also produce higher rain rates, larger echo top heights, and
greater water and ice masses than IDC (Rowe et al., 2011,
2012). The enhanced rain rates in MCSs might be caused by45

larger amounts of ice falling out and melting, higher amounts
of liquid water below the melting level, and higher concen-
trations of smaller drops (Rowe et al., 2011, 2012). Rowe
et al. (2012) also suggested that the enhanced rainfall from
MCSs might be associated with more favorable environmen-50

tal conditions, such as higher convective available potential
energy (CAPE) and wind shear. CAPE and wind shear can
impose different impacts on the initiation and evolution of
IDC and MCSs (French and Parker, 2008).

Considering the significant differences between IDC and 55

MCS events, a reliable long-term dataset not only describ-
ing the characteristics of deep convection but also separating
IDC events from MCSs is useful. With the deployment of
operational remote sensing platforms such as geostationary
satellites and ground-based radar network several decades 60

ago, scientists have developed numerical algorithms to auto-
matically detect deep convective systems and track their evo-
lutions over large areas and for long durations on the basis of
continuous measurements from remote sensors (Cintineo et
al., 2013; Feng et al., 2011; Feng et al., 2012; Futyan and Del 65

Genio, 2007; Geerts, 1998; Hodges and Thorncroft, 1997;
Liu et al., 2007; Machado et al., 1998). Objective tracking of
deep convection has been applied to geostationary satellite
data (Cintineo et al., 2013; Sieglaff et al., 2013; Walker et al.,
2012) and Next Generation Weather Radar (NEXRAD) data 70

(Haberlie and Ashley, 2019; Pinto et al., 2015) in the United
States (US) over different periods. However, a long-term cli-
matological data product of MCS and IDC events over the
CONUS has heretofore not been developed.

Here, building on the work by Feng et al. (2019), which 75

developed an algorithm for MCS tracking and a dataset for
MCSs for the eastern CONUS, we produce a unified high-
resolution data product of both MCS and IDC events and
analyze their characteristics east of the Rocky Mountains
for 2004–2017. The data product is developed by apply- 80

ing an updated Flexible Object Tracker (FLEXTRKR) algo-
rithm (Feng et al., 2018, 2019) and the Storm Labeling in
Three Dimensions (SL3D) algorithm (Starzec et al., 2017)
to the NCEP (National Centers for Environmental Predic-
tion)/CPP (the Climate Prediction Center) L3 4 km Global 85

Merged IR V1 brightness temperature (Tb) dataset (Janowiak
et al., 2017), the 3-D Gridded NEXRAD Radar (GridRad)
dataset (Homeyer and Bowman, 2017), the NCEP Stage IV
precipitation dataset (Lin and Mitchell, 2005), and melting
level heights from ERA5 (ECMWF, 2018). Section 2 de- 90

scribes the updated FLEXTRKR and SL3D algorithms in
detail, as well as the source datasets used by the algorithms.
In Sect. 3, we first compare the climatological characteris-
tics between MCS and IDC events based on the MCS–IDC
data product. Then, as an application of the data product, we 95

examine the spatiotemporal precipitation characteristics of
MCS and IDC events. In Sect. 4, we discuss the uncertain-
ties and limitations of the data product. Section 5 provides
the availability information of the data product. Finally, we
summarize the study in Sect. 6. 100
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2 Source datasets and algorithms

2.1 Source datasets

2.1.1 Merged 4 km infrared brightness temperature
dataset

In this study, we identify cold clouds associated with MCSs5

and IDC by using the NOAA NCEP/CPP L3 half-hourly
4 km Global Merged IR V1 infrared Tb data for 2004–2017
(Janowiak et al., 2017). The dataset is a combination of
various geostationary IR satellites with parallax correction
and viewing angle correction, therefore providing continu-10

ous coverage globally from 60◦ S–60◦ N with a horizontal
resolution of about 4 km and a temporal resolution of 0.5 h
(Janowiak et al., 2001). We only use the hourly Tb data in the
FLEXTRKR algorithm discussed below, as all other datasets
are only available at an hourly interval.15

2.1.2 Three-dimensional Gridded NEXRAD Radar
(GridRad) dataset

GridRad is an hourly 3-D radar reflectivity (ZH) mosaic
combining individual NEXRAD radar observations to a
Cartesian gridded dataset, with a horizontal resolution of20

0.02◦× 0.02◦ and a vertical resolution of 1 km. The dataset
covers 115 to 69◦W in longitude, 25 to 49◦ N in latitude,
and 1 to 24 km in altitude above sea level (a.s.l.). Home-
yer and Bowman (2017) produced the dataset by applying
a four-dimensional binning procedure to merge level-2 ZH25

data from 125 National Weather Service (NWS) NEXRAD
weather radars to GridRad grid boxes at analysis times. Only
the level-2 observations within 300 km of each radar and
3.8 min of the analysis time were used in the binning pro-
cedure. The GridRad ZH was the weighted average of the30

level-2 observations within the GridRad grid boxes to reduce
the potential loss of information. The weight calculation of
each level-2 observation followed a Gaussian scheme in both
space and time. Observation weight was negatively corre-
lated with the distance of the observation from the source35

radar and the time difference between the observation and
analysis time. The GridRad dataset provides the total weight
of the level-2 observations within each GridRad grid box,
which is useful for quality control. In addition, the number of
level-2 radar observations (Nobs) and the number of level-240

radar observations with echoes (Necho) within each GridRad
grid box around analysis times (±3.8 min) are also available
in the GridRad dataset.

We obtain the GridRad datasets between 2004 and 2017
from NCAR/UCAR Research Data Archive (RDA) (https://45

rda.ucar.edu/datasets/ds841.0/, last access: 2 January 2020).
Following the quality control criteria of Homeyer and
Bowman (2017) (http://gridrad.org/software.html, last ac-
cess: 22 January 2020), we remove potential low-quality
observations, scanning artifacts, and non-meteorological50

echoes from biological scatters and artifacts. Then we re-

grid GridRad ZH onto the 4 km satellite Merged IR grids
by using the “bilinear” method from the Earth System
Modeling Framework (ESMF) Python module (https://www.
earthsystemcog.org/projects/esmpy/TS5 ) as follows. 55

First, we convert the GridRad logarithmic reflectivity ZH
to linear reflectivity (Z′: mm6 m−3). We then set Z′ in grid
boxes with radar observations but no echoes (Nobs > 0, but
ZH =NAN; NAN, Not a Number) to 0 (Z′ = 0). Here the
physical interpretation is that NEXRAD scans those grid 60

boxes, but no detectable hydrometeors return any echo. The
primary motivation of this procedure is to avoid the reduction
of the number of valid reflectivity values after re-gridding,
as the ESMF bilinear method treats the destination point as
a NAN as long as there is one NAN value in the source 65

points. A common scenario is at the edge between hydrome-
teor echoes and clear air. Setting Z′ of those grid boxes hav-
ing radar observations but no echoes to NAN would cause all
surrounding destination points to become NAN even though
all other source points have valid Z′ values, which would 70

reduce the number of re-gridded valid ZH (ZH 6=NAN) val-
ues by about 20 % for 2004–2017. After the “bilinear” re-
gridding of Z′, we convert the linear reflectivity Z′ back to
the logarithmic reflectivity ZH. And we set ZH equal to NAN
for those grid boxes with Z′ equal to 0. Now the NAN values 75

are acceptable and will not affect the SL3D algorithm and
FLEXTRKR algorithm discussed below.

2.1.3 NCEP Stage IV precipitation dataset

The NCEP Stage IV precipitation dataset provides hourly
rain accumulations over polar stereographic grids across the 80

CONUS with a resolution of 4.76 km at 60◦ N starting in
2002. The dataset is a mosaic of precipitation estimates
from 12 River Forecast Centers (RFCs) over the CONUS
(Stage IV data in Alaska and Puerto Rico are archived sep-
arately) (Lin and Mitchell, 2005; Nelson et al., 2016). Each 85

RFC produces its precipitation estimates through a combina-
tion of radar and rain gauge data based on the multisensory
precipitation estimator (MPE) algorithm (for most RFCs),
P3 algorithm (for Arkansas-Red basin RFC), or Mountain
Mapper algorithm (for California-Nevada, Northwest, and 90

Colorado-basin RFCs with missing radar-derived estimates)
(Nelson et al., 2016). Some manual quality control steps
are conducted to remove bad radar and gauge data before
radar-gauge merging (Lin and Mitchell, 2005; Nelson et al.,
2016). The Stage IV dataset has been widely used as a 95

basis to evaluate model simulations, satellite precipitation
estimates, and radar precipitation estimates (Davis et al.,
2006; Gourley et al., 2011; Kalinga and Gan, 2010; Lopez,
2011; Yuan et al., 2008). Here, we obtain the hourly Stage
IV precipitation for 2004–2017 from NCAR/UCAR RDA 100

(https://rda.ucar.edu/datasets/ds507.5/, last access: 28 De-
cember 2019). We regrid the original Stage IV precipi-
tation from polar stereographic grids to the 4 km satel-
lite Merged IR grids by using the “neareststod” method
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from the ESMF “NCL” module (https://www.ncl.ucar.edu/
Applications/ESMF.shtmlTS6 ). The “neareststod” method
maps each destination point to the closest source point.

2.1.4 ERA5 melting level dataset

Melting hydrometeors produce intense radar echoes in a hor-5

izontal layer about 0.5 km thick located just below the 0◦ C
level (melting level), which is known as “bright band” (Gi-
angrande et al., 2008; Steiner et al., 1995). The bright-band
signatures are often pronounced for stratiform precipitation,
while convective precipitation produces well-defined verti-10

cal cores of maximum reflectivity, diluting the bright-band
signals (Giangrande et al., 2008; Steiner et al., 1995). There-
fore, the SL3D algorithm that is described below examines
ZH above the melting level to avoid the false identification
of stratiform rain as convective (Starzec et al., 2017). In this15

study, we use the hourly melting level heights from the ERA5
reanalysis dataset.

ERA5, as the successor to ERA-Interim, contains many
modeling improvements and more observations based on 4D-
Var data assimilation using Cycle 41r2 of the Integrated Fore-20

casting System (IFS) at the European Centre for Medium-
Range Weather Forecasts (ECMWF). ERA5 provides hourly
estimates of atmospheric variables at a horizontal resolu-
tion of 31 km and 137 vertical levels from the surface to
0.01 hPa from 1979 to the present (Hersbach et al., 2019).25

We obtain ERA5 “Zero degree level” (melting level heights
above ground) for 2004–2017 and “Orography” (geopoten-
tial at the ground surface) from the Climate Data Store (CDS)
disks (ECMWF, 2018). The CDS-archived ERA5 variables
have been interpolated to regular latitude–longitude grids30

with a resolution of 0.25◦× 0.25◦. We calculate melting level
heights above sea level from Zero degree level and Orog-
raphy (divided by 9.80665 m s−2 to obtain ground surface
height). Finally, we regrid the hourly 0.25◦ melting level
heights above sea level to the 4 km satellite Merged IR grids35

by using the ESMF neareststod method.
We summarize the basic information of the four types of

source datasets in Table A1. We also define our data prod-
uct domain as 110–70◦W in longitude and 25–51◦ N in lati-
tude (Fig. 1), which covers the US east of the Rocky Moun-40

tains and excludes the western US. The domain coverage
takes into consideration the availability of the GridRad radar
dataset, the relatively scarce radar coverage over the Rocky
Mountains, and associated uncertainties in radar-based Stage
IV precipitation estimates in complex terrains (Nelson et al.,45

2016). As shown in Fig. 1a, we further define four regions
in the domain following Feng et al. (2019): Northern Great
Plains (NGP), Southern Great Plains (SGP), Southeast (SE),
and Northeast (NE).

Figure 1. (a) Data product domain and region definitions. Blue
shading denotes the Northern Great Plains (NGP), green-yellow
shading denotes the Southern Great Plains (SGP), light steel blue
shading denotes the Southeast (SE), and orange shading denotes
the Northeast (NE). The locations of some US states within each
region are also labeled. TX is for Texas, OK for Oklahoma, KS for
Kansas, NE for Nebraska, IA for Iowa, MO for Missouri, AR for
Arkansas, LA for Louisiana, MS for Mississippi, AL for Alabama,
TN for Tennessee, KY for Kentucky, and FL for Florida. (b) The
location of the data product domain (red box) in North America.

2.2 Algorithm description 50

2.2.1 SL3D algorithm

The SL3D algorithm exploits GridRad ZH to classify each
grid column with radar echoes into five categories: con-
vective, precipitating stratiform, non-precipitating stratiform,
anvil, and convective updraft (Starzec et al., 2017). SL3D 55

identifies these five categories successively following the
criteria listed in Table A2. We run the SL3D algorithm
for 2004–2017 by using the re-gridded ERA5 melting level
heights and GridRad ZH dataset described in Sect. 2.1. Fig-
ure 2e shows an example of the SL3D classification results 60

based on GridRad ZH (Fig. 2d) at 2005-07-04T03:00:00Z.
A sizable convective system with intense radar echoes and
precipitation is observed in Kansas, and many isolated con-
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vection events are also observed in the Southeast. The SL3D
classification results will be used in the following FLEX-
TRKR algorithm to identify convective core features (CCFs,
continuous updraft or convective areas with precipitation
> 0 mm h−1, which are used to indicate the existence of con-5

vective activity in the IDC definition; red regions in Fig. 3)
and precipitation features (PFs, continuous updraft, con-
vective, or precipitating stratiform areas with precipitation
> 1 mm h−1; green areas in Fig. 3, which are used to denote
the sizes of convective systems in the MCS and IDC defini-10

tions).

2.2.2 MCS and IDC identification and tracking

The FLEXTRKR algorithm was first developed and used by
Feng et al. (2019) to track MCSs. In this study, we further
update the algorithm so that it can identify and track MCS15

and IDC events simultaneously.
Figure 3 displays the schematic of FLEXTRKR (Feng et

al., 2019). The first step is to identify cold cloud systems
(CCSs; continuous areas with Tb < 241 K) at each hour by
applying a multiple Tb threshold “detect and spread” ap-20

proach (Futyan and Del Genio, 2007). We search for cold
cloud cores with Tb < 225 K and spread the cold cloud cores
to contiguous areas with Tb < 241 K. Cloud systems that do
not contain a cold cloud core but with Tb < 241 K are also
labeled as long as they can form continuous areas with at25

least 64 km2 (4 pixels). In addition, as described in Feng et
al. (2019), CCSs that share the same coherent precipitation
feature are combined as a single CCS. A coherent precipita-
tion feature is defined as continuous areas with smoothed ZH
at 2 km > 28 dBZ (if ZH is not available at 2 km, use ZH at30

3 km instead if it is available) (Feng et al., 2019). We use a
5× 5 pixel moving window to smooth ZH. Figure 2b shows
an example of the CCSs identified in the first step based on
Tb at 2005-07-04T03:00:00ZCE2 . “Cloud 1” in Fig. 2b cor-
responds to a large area of low Tb in the central US (Fig. 2a).35

In step 2, CCSs between two consecutive hours are linked
if their spatial overlaps are > 50 %. “Linked” means the
CCSs are considered to be from the same cloud systems.
FLEXTRKR produces tracks by extending the link between
two consecutive time steps to the entire tracking period, as40

shown in Fig. 3. Each track represents the life cycle of a
cloud system. We calculate a series of CCS summary statis-
tics associated with each track, such as CCS-based lifetime of
the track (the duration of the track when CCSs are present),
CCS area, CCS major axis length, CCS propagation speed,45

etc. In addition, SL3D classification (Fig. 2e) and Stage IV
precipitation (Fig. 2c) within the tracked CCS are associ-
ated with the tracks and their merges and splits (described
below). Then, we can obtain CCF and PF statistics of each
track, such as convective and stratiform area, precipitation50

intensity and coverage, radar-derived echo-top heights, PF
major axis length, CCF major axis length, intense convec-
tive cells (convective cells with column maximum reflectivity

≥ 45 dBZ and precipitation > 1 mm h−1; pink areas in Fig. 3,
which are used to indicate intense convective activity in the 55

following MCS definition), etc.
Merging and splitting refer to situations when two or more

CCSs are linked to one CCS between consecutive hours
(Figs. A1 and A2). A track associated with the largest CCS is
defined as the main track (Fig. A3), and smaller tracks from 60

merges or splits are regarded as parts of the main track when
calculating PF and CCF statistics. In the algorithm, we re-
quire that a merge or split track associated with an MCS–IDC
event must have a CCS-based lifetime of no more than 5 h.
Otherwise, we treat it as an independent track. 65

The identification of MCS and IDC is based on the CCS,
PF, and CCF statistics of the tracks. Following the definition
of MCSs by Feng et al. (2019) (Fig. 4), we define a track as
an MCS if it satisfies the following criteria: (1) there is at
least one pixel of cold cloud core during the whole life cycle 70

of the track, (2) CCS areas associated with the track surpass
60 000 km2 for more than 6 continuous hours, and (3) PF ma-
jor axis length exceeding 100 km and intense convective cell
areas of at least 16 km2 exist for more than 5 consecutive
hours. Considering the lack of a strict and universal MCS 75

definition (Geerts et al., 2017; Haberlie and Ashley, 2019;
Pinto et al., 2015; Prein et al., 2017), we evaluate the impact
of different MCS definition criteria on the data product in
Sect. 4.4. For the non-MCS tracks, we further identify IDC
with the following two criteria (Fig. 4): (1) a CCS with at 80

least 64 km2 (4 pixels) is detected, and there is (2) at least
1 h during the life cycle of the track when PF and CCF are
present (PF and CCF major axis lengths ≥ 4 km). In addi-
tion, for each IDC event, the CCS-based lifetime of associ-
ated merge and split tracks cannot surpass the lifetime of the 85

IDC event. Here, the IDC criteria denote a low limit in con-
vective signals that we can identify by using the FLEXTRKR
algorithm and given source datasets. Potential uncertainties
associated with the limit are discussed in Sect. 4.3.

Note that while we designate the term IDC to differen- 90

tiate smaller convective storms from MCSs, there are sub-
categories of deep convection within IDC. For example, mul-
ticellular convection systems that do not grow large enough
or last long enough to meet our MCS definition are defined as
IDC in our study, even though they are not necessarily “iso- 95

lated.” Users of the data product can further separate sub-
categories within IDC using the derived CCF statistics in-
formation to address specific science questions or research
objectives.

Finally, the FLEXTRKR algorithm maps MCS–IDC track 100

information back to the domain pixels. Figure 2f–i give an
example of the pixel-level MCS–IDC information at 2005-
07-04T03:00:00Z. Figure 2f displays the spatial coverages
of MCS–IDC tracks at that time at pixel scale and the corre-
sponding unique numbers of these tracks. From Fig. 2f, we 105

know whether a pixel belongs to an MCS–IDC track and the
number of the track if the pixel belongs to a track. We can
further determine whether the track is an MCS or IDC event
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from Fig. 2g, which shows the types (MCS or IDC) of the
tracks in Fig. 2f at pixel scale. Figure 2h and i are similar
to Fig. 2f and g, respectively. The difference is that Fig. 2h
and i only show pixels with precipitation > 1 mm h−1 in that
hour. Together, the track-based CCS, PF, and CCF statistics5

of MCS and IDC events and the pixel-level dataset consti-
tute the unified high-resolution MCS–IDC data product we
develop in this study. Original Tb (Fig. 2a), Stage IV precipi-
tation (Fig. 2c), GridRad ZH at 2 km (Fig. 2d), and GridRad-
derived echo-top heights are also archived in the data prod-10

uct.
We run the FLEXTRKR algorithm separately for each

year from 2004 to 2017. The starting time of each contin-
uous tracking is 00:00 Z on 1 January, and the ending time
is 23:00 Z on 31 December. Because winter has the fewest15

deep convection events, very few MCS–IDC events extend
between two different years based on our investigation. Also,
the lifetimes of MCS–IDC events are much shorter compared
to our tracking period. Therefore, running FLEXTRKR sep-
arately for each year rather than continuously for the whole20

period has little impact on the MCS–IDC statistics.

3 Results and discussions

3.1 Climatological characteristics of MCS and IDC
events

According to the MCS–IDC data product, we identify25

45 346 IDC and 454 MCS events each year on average be-
tween 2004 and 2017 in our data product domain. Summer
(June–August) has the most IDC and MCS events with av-
erage numbers of 25 073 and 212, while winter has the least
with average quantities of 2545 and 37. During spring and30

autumn, there are 8543 and 9185 IDC events and 122 and
83 MCSs, respectively. The seasonal feature with the most
occurrences of MCSs in winter and the least in summer is
consistent with the results of Geerts (1998) in the South-
east US and Haberlie and Ashley (2019) over portions of the35

CONUS east of the Continental Divide (ECONUS).
We compare the climatological characteristics of MCS

and IDC events in Table 1. MCSs have much longer life-
times than IDC, averaging 21.1 h (CCS-based) and 18.9 h
(PF-based), compared to 2.1 h (CCS-based) and 1.7 h (PF-40

based) for IDC. Here, PF-based lifetime refers to the lifetime
determined by the MCS–IDC PFs. Only those hours with
a significant PF present (PF major axis length > 20 km for
MCSs; ≥ 4 km for IDC) are counted during the life cycle
of an MCS–IDC event, which represent the active convec-45

tive period of a storm. We find that MCSs have the longest
PF lifetime in winter (21.3 h) and the shortest in summer
(17.9 h). In comparison, IDC has the longest PF lifetime in
winter (1.9 h), but the summer lifetime (1.7 h) is comparable
to spring and autumn. We examine the seasonal cumulative50

distribution functions (CDFs) of PF lifetimes for MCS and
IDC events for 2004–2017 in Fig. A4. Results show winter

has the largest fraction of MCS–IDC events with longer life-
times compared to other seasons.

As expected, MCSs are much larger than IDC events in 55

spatial coverage and precipitation area, as shown in Table 1
by the comparisons of CCS area, PF major axis length, PF
convective or stratiform area, CCF area, and CCF major axis
length. Generally, on average, winter MCS–IDC events are
the largest in overall spatial coverage (both CCS and PF ar- 60

eas), while summer has the smallest. The larger and longer-
lived MCSs in winter than in summer were also observed
in the Southeast US in 1994–1995 by Geerts (1998). The
remarkable seasonal difference in MCS–IDC overall spatial
coverage is mainly due to stratiform areas. Convective ar- 65

eas are much smaller than stratiform areas. The PF stratiform
area of MCSs in winter is 90 513 km2, 2.4 times larger than
the area of 26 599 km2 in summer, but the PF convective area
of MCSs in winter is 7293 km2, 14 % smaller than 8465 km2

in summer. Similarly, the IDC PF stratiform area in winter is 70

3182 km2, 2.8 times larger than 828 km2 in summer, while
the IDC PF convective area in winter is 528 km2, slightly
larger (9 %) than 483 km2 in summer. Unlike stratiform ar-
eas with the largest value in winter, convective activity is the
most intense in summer as indicated by the PF mean con- 75

vective 20 dBZ echo-top height in Table 1. The most intense
convective activity reflects the strongest atmospheric thermal
instability due to the strongest solar radiation in summer. We
further confirm this point by investigating the MCS–IDC ini-
tiation time. As shown in Fig. A5, most MCS and IDC events 80

initiate in the afternoon of summer when atmospheric insta-
bility is the strongest, consistent with Geerts (1998), who
found warm-season MCSs generally initiated at 12:00–14:00
local time in the Southeast US.

Although MCSs are much larger than IDC events in spatial 85

coverage, their mean convective 20 dBZ echo-top heights,
which can be used to represent their mean convective intensi-
ties, are similar in Table 1. And their PF mean convective and
stratiform rain rates are also comparable. PF mean convective
and stratiform rain rates show significant seasonal variations 90

for both MCS and IDC events. Summer MCS and IDC events
have the largest rain rates, followed by autumn. Winter has
the lowest rain rates compared to other seasons.

The high-resolution nature of the MCS–IDC data prod-
uct enables a detailed examination of the 3-D evolutions of 95

MCS–IDC events to investigate the relationships between at-
mospheric environments and MCS–IDC characteristics and
to examine the impacts of MCSs and IDC on hydrology, at-
mospheric chemistry, and severe weather hazards. The data
product can also be used to evaluate and improve the rep- 100

resentation of MCS–IDC processes in weather and climate
models. As an example of the application of the MCS–IDC
data product, in Sect. 3.2, we investigate the contributions
of MCS and IDC events to precipitation east of the Rocky
Mountains for 2004–2017. 105
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Figure 2. FLEXTRKR pixel-level outputs at 03:00:00 Z on 4 July 2005. Panel (a) is satellite Tb. Panel (b) shows identified CCS labels. CCS
labels are unique at each hour. Panel (c) is Stage IV hourly accumulated precipitation. Panel (d) is GridRad ZH at 2 km (if it is not available,
ZH at 3 km is provided if it is available). Panel (e) is the SL3D classification results: (1) convective updraft, (2) convective, (3) precipitating
stratiform, (4) non-precipitating stratiform, and (5) anvil. Panel (f) displays the track numbers to which pixels belong. Here, the track numbers
are not the real values in the MCS–IDC data product. The track numbers should be unique throughout the whole running period. We adjust
the track numbers here to make the figure clear. Similar to “PF track number.” Panel (g) gives information on whether the pixels belong to
MCS (marked as 1) or IDC (marked as 2) tracks, which correspond to the tracks shown in (f). Panel (h) also displays the track numbers to
which the pixels belong, but only for pixels with precipitation > 1 mm h−1. Panel (i) is like (g) but corresponds to (h). All these variables are
stored in the FLEXTRKR hourly pixel-level output files.

3.2 Precipitation characteristics from different sources

Here we only consider hourly data with precipitation
> 1 mm h−1 (Feng et al., 2019). At 4 km resolution, precipi-
tation less than 1 mm h−1 accounts for less than 19 % of the
total precipitation, and the uncertainty of radar-derived pre-5

cipitation at such low rainfall intensity is typically large. In-
cluding hourly data with precipitation≤ 1 mm h−1 in the cal-
culation will change the values shown in this study but will
affect neither the comparison among MCS, IDC, and non-
convective (NC) precipitation nor their spatial distribution10

patterns. Here, NC precipitation refers to precipitation not
associated with any MCS or IDC events and is mainly from

stratiform rain. Total precipitation is the sum of MCS, IDC,
and NC precipitation. It is noteworthy that NC precipitation
may contain some convection-associated rain due to the lim- 15

itation of the source datasets and the algorithms used in this
study. More relevant details are discussed in Sects. 3.2.3 and
4.

3.2.1 Annual spatial distributions of different types of
precipitation 20

According to the MCS–IDC data product, the annual av-
erage total precipitation east of the Rocky Mountains in
the US (US grid cells in Fig. 1) is 691 mm between 2004

https://doi.org/10.5194/essd-13-1-2021 Earth Syst. Sci. Data, 13, 1–30, 2021
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Figure 3. Schematic of the FLEXTRKR algorithm highlighting three key steps in the algorithm: (1) the identification of CCS (upper left),
(2) linking of overlapping CCSs (upper right), and (3) the tracking of both PF and CCF (bottom).

Figure 4. Definition of MCS and IDC based on the FLEXTRKR algorithm shown in Fig. 3 and the specific threshold values used in the
algorithm.

and 2017 with a mean precipitation intensity of 3.6 mm h−1.
MCSs contribute the most to the total precipitation with
a fraction of 45 %, followed by NC (30 %) and IDC
(25 %). And the mean precipitation intensities of MCSs
(4.4 mm h−1) and IDC (3.8 mm h−1) are much larger than5

NC (2.7 mm h−1). Our MCS precipitation fraction (45 %) is
higher than that (∼ 30 %) from Haberlie and Ashley (2019)
over the ECONUS due to their different algorithms and
stricter criteria to track and define MCSs.

Earth Syst. Sci. Data, 13, 1–30, 2021 https://doi.org/10.5194/essd-13-1-2021
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Table 1. Annual and seasonal mean characteristics of MCS and IDC events in the data product domain for 2004–2017.

MCS IDC

Annual Spring Summer Autumn Winter Annual Spring Summer Autumn Winter

CCS-based lifetime/h 21.1 21.5 19.9 22.1 24.3 2.1 2.1 2.0 2.0 2.7
CCS area1/km2 185 436 223 230 130 769 185 246 373 220 6775 9400 4542 6515 20 902
CCS major axis length/km 693 774 568 726 1067 99 117 86 100 169
PF-based lifetime2/h 18.9 19.3 17.9 19.7 21.3 1.7 1.7 1.7 1.7 1.9
Major axis length of the largest PF3/km 397 426 325 436 620 63 69 56 69 93
PF convective area4/km2 8273 8589 8465 7752 7293 494 509 483 502 528
PF stratiform area/km2 41 336 47 241 26 559 48 376 90 513 1261 1610 828 1583 3182
PF mean convective rain rate/mm h−1 4.4 3.9 4.7 4.5 3.8 4.2 3.4 4.5 4.3 3.0
PF mean stratiform rain rate/mm h−1 2.6 2.4 2.8 2.6 2.2 2.8 2.5 3.0 2.9 2.3
PF mean convective 20 dBZ echo-top height/km 6.5 6.2 7.2 6.0 4.9 6.6 6.1 7.0 6.2 5.0
Area of the largest CCF/km2 2578 2515 2983 2068 1606 343 359 339 340 349
Major axis length of the largest CCF/km 109 109 117 100 92 29 30 29 29 31

1 In this table, for hourly characteristics (all variables except for CCS-based lifetime and PF-based lifetime), we generally first calculate the average values of the characteristics during the duration of each
MCS–IDC event except for the max 30/40 dBZ echo-top heights, which are the maximum values of the attributes within the period. Then we calculate the mean values of the characteristics of all MCS–IDC
events. For example, an MCS has a CCS-based lifetime of 10 h. During its duration, it has a CCS at each hour. We calculate the average CCS area during the 10 h, which is the average CCS area of the MCS.
Then, we average all MCSs identified during a period to derive the values shown in this row. 2 Lifetimes of MCS–IDC events determined by PFs. Only count those hours of an MCS–IDC event with a
significant PF present (PF major axis length > 20 km for MCSs; ≥ 4 km for IDC). 3 There can be multiple PFs and CCFs at a given time for an MCS–IDC event. “Largest” means only the largest PF or CCF is
used in the calculation. 4 There can be multiple PFs and CCFs at a given time for an MCS–IDC event. If not specified, all PFs/CCFs are considered. For example, convective areas of all PFs at a given time are
summed to represent the PF convective area of an MCS–IDC event at that time. Similarly, the convective rain rates of all PFs at the given time are averaged to represent the PF mean convective rain rate of the
MCS–IDC at that time.

Figure 5 displays the spatial distributions of annual mean
precipitation amounts and intensities for different precipi-
tation types for 2004–2017. We also calculate the distribu-
tions of the fractions of different types of precipitation in
Fig. 6. MCS precipitation strongly affects the whole eastern5

US (105–70◦W, MCS precipitation fractions: 46 %± 12 %),
especially in the south central US (MCS precipitation frac-
tions: ∼ 60 %). The spatial distribution patterns of MCS an-
nual precipitation amounts and fractions in Fig. 5 are simi-
lar to those from Haberlie and Ashley (2019), although their10

MCS precipitation fractions are generally lower than our re-
sults. IDC precipitation is concentrated in the SE and NE
coastal areas, with peak values in Florida. NC precipitation
is substantial in the eastern and southern regions with am-
ple moisture supply and contributes over 35 % to the total15

precipitation across most of the NE region. The coastal area
near Louisiana, which is significantly affected by all three
types of precipitation, has the most total precipitation with
annual amounts of over 1350 mm. The annual total precipita-
tion amounts in most regions of SE also exceed 1050 mm due20

to MCS contributions. While the total precipitation amounts
in most regions of Florida are also over 1050 mm, they are
mainly attributed to IDC.

The spatial patterns of precipitation intensities are some-
what different from those of precipitation amounts (Fig. 5).25

Generally, the southern regions, especially in the coastal ar-
eas, have larger precipitation intensities than the northern
areas. The MCS precipitation intensities are the largest in
Texas, Louisiana, Oklahoma, and Kansas, significantly shift-
ing west compared to MCS precipitation amounts. Unlike30

IDC precipitation amounts concentrating in the SE and NE
coastal areas, IDC precipitation intensities are the largest
over the SGP and SE. IDC precipitation intensities over the

NE are much smaller compared to the SGP and SE, simi-
lar to NC precipitation intensities. We summarize the annual 35

mean precipitation amounts and intensities of different types
of precipitation in the NGP, SGP, SE, and NE in Table A3.

The distributions of MCS–IDC precipitation amounts are
mainly determined by the distributions of MCS–IDC hours
(Figs. 5 and 7). Here, the MCS–IDC hour of a grid cell during 40

a period is the number of hours when any MCS–IDC events
produce > 1 mm hourly accumulated rainfall in the grid cell.
The distributions of MCS–IDC precipitation intensities, al-
though not the main factor, can also affect the distributions
of MCS–IDC precipitation amounts. For example, the max- 45

imum MCS hours are located around Missouri (Fig. 7a), but
the maximum MCS precipitation amount is in the coastal
area of Louisiana (Fig. 5c). The larger MCS precipitation in-
tensities in the southern regions contribute more to the MCS
precipitation amount in the southern US. In addition, a large 50

number of IDC events (IDC hours > 60 h yr−1) occur in the
NE region along the Appalachian Mountains (Fig. 7b), but
IDC in that region only contributes to 20 %–30 % of the total
precipitation amount (Fig. 6b) due to the low precipitation
intensities (Fig. 5f). 55

3.2.2 Seasonal spatial distributions of different types of
precipitation

Figures 8, A6, and A7 display the mean seasonal distribu-
tions of precipitation amounts, precipitation fractions, and
precipitation intensities for different types of precipitation 60

in 2004–2017. The MCS precipitation center migrates north-
wards from Arkansas in spring to northern Missouri and Iowa
in summer, followed by a southward migration to Louisiana
in autumn, and finally to Mississippi and Alabama in the
Southeast (Fig. 8e–h) in winter. The seasonal shift of the 65
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Figure 5. Distributions of annual mean precipitation amounts (a, c, e, g) and intensities (b, d, f, h) for different types of precipitation for
2004–2017. Panels (a) and (b) are for total precipitation, (c) and (d) are for MCS precipitation, (e) and (f) are for IDC precipitation, and (g)
and (h) are for NC precipitation. We only include hourly data with precipitation > 1 mm h−1 in the calculation.

MCS precipitation center agrees with the study of Haber-
lie and Ashley (2019), showing different MCS precipita-
tion distributions between warm and cold seasons over the
ECONUS. Spring and summer have much larger MCS pre-
cipitation amounts (∼ 100 mm) than autumn (∼ 62 mm) and5

winter (∼ 50 mm). The mean MCS precipitation amount in
spring is close to that in summer. However, the total num-
ber of identified MCSs in summer (212) is much higher than
that in spring (122), as discussed in Sect. 3.1; the mean MCS
precipitation intensity in summer (5.2 mm h−1) is also larger10

than that in spring (4.1 mm h−1) (Fig. A7). The inconsis-
tency is because MCSs in spring occur in more favorable

large-scale environments with strong baroclinic forcing and
low-level moisture convergence (Feng et al., 2019; Song et
al., 2019). As a result, spring MCSs are larger and longer- 15

lasting, and they produce more rainfall per MCS event com-
pared to those in summer (Table 1), compensating for the
fewer number of MCS events and lower precipitation inten-
sities in spring. The fractions of MCS precipitation amounts
are generally > 35 % over the Northern and Southern Great 20

Plains in spring and summer and can reach up to over 70 %
within the MCS precipitation center (Fig. A6a–b). The re-
sults are roughly consistent with Fritsch et al. (1986), which
showed that MCSs accounted for about 30 %–70 % of the
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Figure 6. Distributions of the fractions of different types of precipitation (MCS, IDC, NC). Here, precipitation refers to annual mean values
for 2004–2017. We exclude hourly data with precipitation ≤ 1 mm h−1 in the calculation.

warm-season (April–September) precipitation over much of
the region between the Rocky Mountains and the Mississippi
River. The results are also consistent with Haberlie and Ash-
ley (2019), showing MCS precipitation fractions generally
> 30 % with a peak > 60 % over the Great Plains between5

May and August. Due to the low precipitation amounts of
IDC and NC, the fractions of MCS precipitation amounts in
autumn and winter are also large, showing over 50 % within
the MCS precipitation center (Fig. A6c–d).

The IDC precipitation amounts reach a maximum in sum-10

mer, centered in the coastal areas of the SE, where IDC pre-
cipitation contributes to more than 40 % of the total pre-
cipitation amounts (Figs. 8i–l and A6e–h). Winter has the
least IDC precipitation. Areas of high IDC precipitation do
not show much seasonal variability, suggesting that IDC is15

constrained by local conditions such as moisture availabil-
ity, local solar radiation, and land–atmosphere interactions.
The NC precipitation amount also peaks in summer, fol-
lowed by autumn, particularly in the NE (Fig. 8m–p). How-
ever, because both MCS and IDC precipitation amounts are20

very high in summer, the fraction of the NC precipitation
amount in summer (28 %) is smaller than that of winter
(32 %) (Fig. A6i–l). Winter NC precipitation center occurs
in the SE coastal areas (Fig. 8p).

The precipitation intensities of all three types peak in sum-25

mer and reach minimums in winter (Fig. A7). In each season,
precipitation intensities in the south are larger than those in
the north except for MCS precipitation intensities in summer,
which maximize in Oklahoma. We summarize the mean sea-

sonal precipitation amounts and intensities of different types 30

of precipitation over the four climate regions of Fig. 1 in Ta-
ble A4.

3.2.3 Diurnal cycles of different types of precipitation

Figure 9 shows the monthly mean diurnal cycles of precipita-
tion amounts from MCSs, IDC, and NC in the NGP, SGP, SE, 35

and NE, respectively. Generally, MCS precipitation peaks
during nighttime in the NGP, SGP, and NE. The seasonal
shift of the peaks from spring in the SGP to summer in the
NGP reflects the northward migration of the MCS precipita-
tion center in the Great Plains (Fig. 8e and f). 40

The SE has significantly different diurnal cycles of MCS
precipitation from other regions. In spring, SE MCS precipi-
tation is mainly located in the western areas (Fig. 8e), show-
ing similar diurnal characteristics as the SGP MCS precipi-
tation but with peaks in the early morning and late afternoon 45

(Fig. 9d and g). Besides, the SGP MCS precipitation peaks
in May (Fig. 9d), while SE peaks in April (Fig. 9g), sug-
gesting that the MCS precipitation center first appears in the
western SE regions (Alabama, Mississippi, and Louisiana)
in April and then moves northwards to Arkansas in May. In 50

summer, the SE MCS precipitation diurnal cycles are more
like those of IDC (Fig. 9g and h), peaking in the late af-
ternoon and much different from those in the Great Plains.
The significantly different precipitation diurnal variations be-
tween the Great Plains and SE were also identified by Haber- 55

lie and Ashley (2019). We find that most summer MCS pre-
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Figure 7. Spatial distributions of annual mean MCS–IDC hours for
2004–2017. Panel (a) is for MCS, and (b) is for IDC. The annual
mean MCS–IDC hour of a grid cell is the number of hours per year
when any MCS–IDC events produce > 1 mm hourly accumulated
rainfall in the grid cell.

cipitation over the SE occurs near the coastal areas (Fig. 8f),
far from the MCS precipitation center in northern Missouri
and Iowa, suggesting either a different MCS genesis mech-
anism in the SE from those in the SGP and NGP (Feng et
al., 2019) or long-duration deep convective systems show-5

ing MCS characteristics (Geerts, 1998). In autumn, the SE
MCS precipitation peaks in the morning (Fig. 9g). The di-
urnal cycle of MCS precipitation in September shows mixed
features of summer and autumn with peaks in both the morn-
ing and the afternoon. In winter months, the diurnal cycle of10

the SE MCS precipitation shifts from the autumn feature to
the spring feature, with peaks shifting from the morning to
the afternoon. The distinct diurnal cycles of SE MCS precip-
itation in different seasons in Fig. 9g are roughly consistent
with the corresponding seasonal diurnal variations in MCS15

occurrence frequencies from Geerts (1998), where the oc-
currence time of an MCS was defined as the central time be-
tween the initiation and decay of the MCS.

The diurnal cycles of IDC precipitation are consistent in
all regions (Fig. 9b, e, h, and k), peaking in the late afternoon20

in summer (Tian et al., 2005), again reflecting the impact of
local instability driven by the solar forcing on IDC devel-
opment. NC precipitation (Fig. 9c, f, i, and l) shows some

diurnal cycle characteristics similar to IDC precipitation. It
may be caused by the limitation of the temporal resolution of 25

the datasets used in the FLEXTRKR algorithm. Weak IDC
events that are shorter than 1 h could be missed by GridRad
in identifying CCFs, as GridRad ZH only considers reflec-
tivities within ±3.8 min of the analysis time. These weak
IDC could be aliased to NC precipitation, therefore showing 30

some similar diurnal cycles as IDC. Another possible rea-
son is that the FLEXTRKR algorithm may miss some parts
of IDC clouds with Tb ≥ 241 K, which are then classified as
NC, so the NC precipitation exhibits some IDC characteris-
tics. 35

The monthly diurnal cycles of precipitation intensities for
MCSs, IDC, and NC are generally similar among all regions,
peaking in the late afternoon and early morning in the warm
season (Fig. A8).

4 Uncertainties of the data product 40

4.1 Uncertainties from source datasets

The NCEP/CPP L3 4 km Global Merged IR V1 Tb dataset
has been view-angle-corrected and re-navigated for parallax
(Janowiak et al., 2001) to reduce errors. However, the US
continent is covered by two series of geostationary IR satel- 45

lites (GOES-W and GEOS-E). During the production of the
Tb dataset, the value with the smaller zenith angle is adopted
when duplicate data are available in a grid pixel. Measure-
ments from different satellites may be inconsistent. Janowiak
et al. (2001) suggest this type of inconsistency to be consid- 50

ered minor.
For the GridRad radar dataset, some bad volumes have

been removed during the production of GridRad ZH. We fur-
ther filter out potential low-quality observations, scanning ar-
tifacts, and non-meteorological echoes from biological scat- 55

ters and artifacts following the approaches of Homeyer and
Bowman (2017). However, there is another source of error
from anomalous propagation caused by non-standard refrac-
tions of radar signals in the lower atmosphere, which can-
not be mitigated during the filtering procedure. Non-standard 60

refractions can result in underestimation or overestimation
of the true radar beam altitude, thus affecting the location
of radar reflectivity for binning. Estimating the correspond-
ing uncertainties is out of the scope of this study. However,
anomalous propagation is typically limited to radar beams 65

traveling long distances in the boundary layer (Homeyer and
Bowman, 2017).

Stage IV precipitation is a mosaic of precipitation esti-
mates based on a combination of NEXRAD and gauge data
from 12 RFCs. Therefore, the errors of Stage IV are from 70

several sources, such as inherent NEXRAD biases, radar
quantitative precipitation estimate (QPE) algorithm biases,
bad gauge data removal inconsistency among different RFCs,
multisensory processing algorithm inconsistency among dif-
ferent RFCs, and mosaicking border discontinuities (Nelson 75
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Figure 8. Distributions of annual mean seasonal precipitation amounts for different types of precipitation for 2004–2017. The first row is for
total precipitation, the second for MCS precipitation, the third row for IDC precipitation, and the fourth row for NC precipitation. The first
column shows spring precipitation, the second column summer, the third column autumn, and the fourth column winter. MCS, IDC, and NC
precipitation values share the same label bar. We exclude hourly data with precipitation ≤ 1 mm h−1 in the calculation.

et al., 2016). The most severe errors occur in the western US,
where NEXRAD data are limited, and a gauge-only rainfall
estimation algorithm is used (Nelson et al., 2016; Smalley
et al., 2014). Hence our data product has a geographical fo-
cus east of the Rocky Mountains, with the best NEXRAD5

coverage in the US. After regridding the Stage IV precipi-
tation into our 4 km domain, we further manually filter out
certain “erroneous precipitation” hours and set all precipita-
tion in those hours to missing values. Erroneous precipita-
tion is defined as sudden appearance and disappearance of10

a large contiguous area (> 4800 km2) with intense precipita-
tion (> 40 mm h−1) (Fig. A9), which is physically not possi-
ble. There are 40 h in total in the period 2004–2017 contain-
ing such erroneous precipitation.

As the FLEXTRKR algorithm is applied to a combina-15

tion of three independent types of remote sensing datasets,
we identify the most robust MCS–IDC events satisfying all
the criteria based on the three datasets. It reduces the po-
tential false classification of tracks as MCSs or IDC based

on any single dataset. And to consider the potential error of 20

ERA5 melting level heights, we require ZH ≥ 45 dBZ above
(Zmelt+ 1) km for convective classification in the SL3D al-
gorithm (Table A2).

4.2 The impact of missing data

In the CCS identification step of the FLEXTRKR algorithm, 25

we require the fraction of missing satellite Tb in the do-
main at each hour to be less than 20 %. Otherwise, the hour
is excluded from our data product. During 2004–2017, we
excluded 716 h with missing satellite Tb data, accounting
for less than 0.6 % of the total period. The year with the 30

most missing satellite data is 2008, with 206 missing hours
(2.3 %), followed by 2004 with 154 h (1.8 %). All other years
have no more than 57 missing hours. During the link proce-
dure of the FLEXTRKR algorithm, we search the next hour
if a missing hour is encountered, as long as the time gap be- 35

tween the two “linked” hours is less than 4 h. Otherwise, we
start new tracks from the next available hour. This method
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Figure 9. Monthly mean diurnal cycles of precipitation amounts
from MCSs (a, d, g, j), IDC (b, e, h, k), and NC (c, f, i, l) in the
NGP (a, b, c), SGP (d, e, f), SE (g, h, i), and NE (j, k, l) during
2004–2017.

aims to reduce the impact of the missing hours. Considering
the high completeness of the satellite Tb data in 2004–2017,
we conclude that the missing satellite data have little effect
on the data product.

We show the distribution of the fractions of valid Stage IV5

precipitation data in 2004–2017 in Fig. A10. The fractions
are over 97 % for all grid cells of the US in the domain. Most
grid cells in the US have less than 2 % missing hours, which
should have a negligible impact on the data product.

Figure A11 shows the fractions of available GridRad re-10

flectivity data from 2004 to 2017 between 1 and 12 km a.s.l.
The fractions are relatively high over the majority of the tro-
posphere except for 1 km a.s.l. Based on the criteria of the
SL3D algorithm, ZH at 1 km is rarely used and can be easily
substituted by ZH at 2 km. Generally, GridRad has good spa-15

tial coverage during the period, with most grid cells east of
the Rocky Mountains having fractions > 90 % between 2 and
9 km and 80 % between 10 and 12 km. The completeness of
the GridRad dataset is relatively lower compared to the satel-
lite Tb and Stage IV precipitation datasets, and GridRad ZH20

is a crucial variable in the SL3D classification and MCS–
IDC identification. Therefore, the missing data of GridRad
ZH should have some impacts on our data product. However,

as an advanced long-term high-resolution 3-D radar reflec-
tivity dataset, GridRad is valuable for constructing a clima- 25

tological MCS–IDC data product.

4.3 Temporal resolution limitation of the source datasets

As we discussed in Sect. 3.2.3, the diurnal cycles of NC pre-
cipitation show some possible aliasing from IDC precipita-
tion. Some weak IDC events are so short that the hourly 30

data cannot properly capture their occurrence, especially
for GridRad ZH, which only includes reflectivities within
±3.8 min of each hour. We calculate the cumulative distri-
bution functions of PF-based lifetimes for MCS and IDC
events and their associated precipitation in the data prod- 35

uct for 2004–2017, as shown in Fig. 10. About 75 % of IDC
events have a PF-based lifetime of 1 h. Therefore, it is almost
certain that we miss some IDC events shorter than 1 h in the
data product. Here we give an estimate of the probability p

that a given IDC event with a convective signal duration of x 40

minutes is detected by radar, as expressed below:

p =
2× 3.8
60− x

, (1)

where the numerator is the time window of GridRad ob-
servation in each hour, and x is the duration of the IDC
event. The detection probability is only about 25 % when 45

x = 30 min. To obtain a detection probability of 50 %, we re-
quire x ≥ 45 min. Hence, we cannot assess the distribution of
IDC convective signals with durations less than 1 h using the
currently available datasets. Higher-resolution datasets, such
as individual NEXRAD radar data, which typically have an 50

update cycle of 4–5 min, are necessary to derive the infor-
mation. However, as shown in Fig. 10, we find that precipi-
tation from IDC events with a 1 h PF lifetime only accounts
for about 10 % of the total IDC precipitation. Therefore, IDC
events with PF lifetimes less than 1 h should have a relatively 55

small impact on precipitation.

4.4 The impact of MCS and IDC definition criteria

The separation between MCSs and long-lasting IDC events
is somewhat fuzzy (Feng et al., 2019; Geerts et al., 2017;
Haberlie and Ashley, 2019; Pinto et al., 2015; Prein et al., 60

2017). Here, we briefly examine the impact of different
MCS–IDC definition criteria on the data product. We change
the definition of MCSs to relax the CCS and PF size and du-
ration thresholds. Specifically, the second and third criteria
listed in Sect. 2.2.2 are modified as follows: (2) CCS areas 65

associated with the track surpass 40 000 km2 for more than
4 continuous hours and (3) PF major axis length exceeding
80 km and intense convective cell areas ≥ 16 km2 exist for
more than 3 consecutive hours. And we also require that each
merge or split track associated with MCS–IDC events has a 70

CCS-based lifetime of no more than 3 h. We keep the def-
inition of IDC the same as described in Sect. 2.2.2, which
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Figure 10. Cumulative distribution functions of PF-based lifetimes
for MCS and IDC events and their associated precipitation in the
data product domain for 2004–2017. The red solid line is for the
number of MCSs, the red dashed line for MCS-associated precipi-
tation, the blue solid line for the number of IDC events, and the blue
dashed line for IDC-associated precipitation.

is a limit for IDC that we can identify based on the source
datasets.

By using the new definition, as expected, the lifetimes and
spatial coverages of MCSs are reduced, and those of IDC
change little because most IDC events cannot satisfy the new5

MCS criteria (Tables 1 and A5). The annual number of MCSs
identified in 2004–2017 increases from 454 to 857. The num-
ber increases from 122 to 207 in spring, 212 to 434 in sum-
mer, 83 to 151 in autumn, and 37 to 62 in winter. As PF-based
lifetimes of MCS–IDC events in summer are the shortest (Ta-10

ble 1), the new definition has the most significant impact in
summer. The annual number of IDC decreases from 45 346
to 45 225. Reducing the merge or split lifetime limit retains
more independent IDC events, which is the reason why the
decrease in the number of IDC events is smaller than the15

increase in the number of MCSs. Annual mean MCS pre-
cipitation east of the Rocky Mountains increases from 313
to 353 mm, while IDC precipitation decreases from 170 to
130 mm. The fraction of MCS precipitation only increases by
6 % (from 45 % to 51 %), compared to the almost doubling of20

MCS number (from 454 to 857), suggesting the MCS defini-
tion in the original data product is capable of capturing most
of the important MCSs with heavy precipitation. Similar to
MCS numbers, summer has the most increase in MCS pre-
cipitation amount, from 100 to 119 mm. And annual mean25

MCS and IDC precipitation intensities decrease slightly as
MCS precipitation intensities are somewhat larger than IDC
in most regions (Tables A3, A4, A6, and A7). We summarize
the regional precipitation statistics of the NGP, SGP, SE, and
NE based on the new definition in Tables A6 and A7.30

Although the new definition changes the absolute values
of MCS–IDC characteristics, the contrast between MCS and
IDC events is still present. The new definition has small im-
pacts on the spatial distribution patterns of MCS–IDC pre-
cipitation. And NC precipitation characteristics are almost 35

the same as before. Therefore, our original definition cap-
tures the essential characteristics of MCS and IDC events. In
addition, the original data product is complete and flexible.
We store all criteria variables of MCS–IDC events in the data
product. Users can easily change the definition of MCSs and 40

switch between tracks that are attributed to MCS and IDC
without re-running the FLEXTRKR algorithm. There is no
need to change the “track” and “merge” lifetime criteria as
we do above because they have little impact on the climato-
logical characteristics of MCS and IDC events. 45

4.5 Recommendations for the usage of the MCS–IDC
data product

Considering the limitations and uncertainties mentioned
above, we generally recommend using the data product for
observational analyses and model evaluations of convection 50

statistics and characteristics over relatively long periods such
as a month, a season, or longer to fully take advantage of the
long-term dataset, although analysis of individual weather
events is also possible as supported by the hourly temporal
resolution of the data product. In addition, since the com- 55

pleteness and quality of the source radar dataset degrade dra-
matically beyond the US border and over the Rocky Moun-
tains (Fig. A11), we recommend the usage of the data prod-
uct within the CONUS east of the Rocky Mountains to alle-
viate the impact of the termination of MCS–IDC tracks due 60

to poor radar coverage and missing radar data beyond their
maximum scan range.

Detailed investigation of a short period or a specific MCS–
IDC event is acceptable, but caution should be taken when
encountering missing data around the track during the pe- 65

riod. Due to the complexity of the algorithms used to de-
velop the data product, it is difficult to quantify the impact of
missing data on the MCS–IDC track. Therefore, we do not
recommend examining a specific MCS–IDC track if there
are too many missing data (precipitation, Tb, or ZH) along 70

the track. Users planning to apply the data product for a spe-
cific case study should examine the availability of the source
data first, which are also stored in the data product except for
3-D ZH due to the large data volume. Users can access the
original 3-D ZH at https://rda.ucar.edu/datasets/ds841.0/TS7 75

(Table A1).
Lastly, although our sensitivity test in Sect. 4.4 shows that

precipitation characteristics are similar between two differ-
ent sets of MCS–IDC definition criteria, we still recommend
users conduct further sensitivity tests and examine the impact 80

of different definition criteria on the results if the data prod-
uct is applied to other studies, such as the effects of MCS and
IDC events on atmospheric circulation, environmental condi-
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tions associated with the initiation and evolution of MCS and
IDC events, and MCS–IDC-associated weather hazards.

5 Data availability

The high-resolution (4 km hourly) MCS–IDC data product
and the corresponding user guide document are available at5

https://doi.org/10.25584/1632005 (Li et al., 2020). The origi-
nal format of the data files is NetCDF-4, and we archive them
as compressed files for each year so that the data product is
easily accessible. The user guide contains a brief explanation
about the approach to develop the data product and a detailed10

description of the data file content to help users understand
the data product.

6 Conclusions

Here we present a unified high-resolution (4 km, hourly)
data product that describes the spatiotemporal characteris-15

tics of MCS and IDC events from 2004 to 2017 east of the
Rocky Mountains over the CONUS. We produce the data
product by applying an updated FLEXTRKR algorithm to
the NCEP/CPP L3 4 km Global Merged IR V1 Tb dataset,
ERA5 melting level heights, 3-D GridRad radar reflectiv-20

ity dataset, and Stage IV precipitation dataset. Climatolog-
ical features of the MCS and IDC events from the data
product are compared, with a focus on their precipitation
characteristics. Consistent with our definitions of MCSs and
IDC in the FLEXTRKR algorithm, we find that MCSs have25

much broader spatial coverage and longer duration than IDC
events. While there are many more frequent IDC occur-
rences than MCSs, the mean convective intensities of IDC
events are comparable to those of MCSs. MCS and IDC
events both contribute significantly to precipitation east of30

the Rocky Mountains but with distinct spatiotemporal vari-
abilities. MCS precipitation affects most regions of the east-
ern US in all seasons, especially in spring and summer.
The MCS precipitation center migrates northwards from
Arkansas in spring to northern Missouri and Iowa in sum-35

mer, followed by a southward migration to Louisiana in au-
tumn, and finally to Mississippi and Alabama in the South-
east in winter. IDC precipitation mostly concentrates in the
Southeast in summer. IDC precipitation shows a significant
diurnal cycle in summer months with a peak around 16:00–40

17:00 local time over all regions east of the Rocky Moun-
tains. In contrast, MCS precipitation peaks during nighttime
in spring and summer for most regions except for the South-
east, where MCS precipitation peaks in the late afternoon in
summer, similar to IDC precipitation. Lastly, we analyze the45

potential uncertainties of the data product and the sensitivity
of the dataset to MCS definitions and give our recommen-
dations for the usage of the data product. The data product
will be useful for investigating the atmospheric environments
and physical processes associated with convective systems;50

quantifying the impacts of convection on hydrology, atmo-
spheric chemistry, severe weather hazards, and other aspects
of the energy, water, and biogeochemical cycles; and improv-
ing the representation of convective processes in weather and
climate models. 55
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Appendix A

Table A1. Summary of source datasets used to develop the MCS–IDC data product.

Dataset name NCEP/CPP L3 half-hourly
4 km Global Merged IR

Three-dimensional Gridded
NEXRAD Radar (GridRad)

NCEP Stage IV precipitation ERA5 melting level

Dataset version V 1 V 3.1 V 1.0

DOI https://doi.org/10.5067/
P4HZB9N27EKU TS8

https://doi.org/10.5065/
D6NK3CR7TS9

https://doi.org/10.5065/
D69Z93M3 TS10

https://doi.org/10.24381/cds.
adbb2d47 TS11

URL https://disc.gsfc.nasa.gov/
datasets/GPM_MERGIR_1/
summaryTS12

https://rda.ucar.edu/datasets/
ds841.0/TS13

https://rda.ucar.edu/datasets/
ds507.5/TS14

https://cds.climate.copernicus.
eu/cdsapp#!/dataset/
reanalysis-era5-single-levels?
tab=overviewTS15

Last access 28 December 2019 2 January 2020 28 December 2019 24 January 2020

Initial spatial resolution Horizontal: ∼ 4 km Horizontal: 0.02◦

Vertical: 1 km
Horizontal: ∼ 4 km Horizontal: 0.25◦

Initial temporal resolution 0.5 h 1 h 1 h 1 h

Table A2. The classification criteria of the Storm Labeling in Three Dimensions (SL3D) algorithm in this study.

SL3D category Criteria

Convective Z1
H = 25 dBZ echo-top height ≥ 10 km; or ZH ≥ 45 dBZ above (Z2

melt+ 1) km; or ZH
peakedness3 exceeding thresholds4 in at least 30 % of the echo column between surface and
9 km.
After the above filtering, exclude isolated convective grid points. Finally, grid points that have
Z5

Hmax ≥ 25 dBZ and are immediately adjacent to other convective grid points are classified as
convective.

Precipitating stratiform ZH ≥ 20 dBZ at 3 km; or ZH ≥ 10 dBZ at 1 km or 2 km.

Non-precipitating stratiform No echo or ZH < 20 dBZ at 3 km, and echo presents above 3 km. If no echo at 3–5 km, but echo
presents above 5 km, classified as an anvil.

Anvil No echo at 3–5 km, but echo presents above 5 km.

Convective updraft Convective grid points satisfy (1) ZHmax ≥ 40 dBZ, and (2) ∂ZH
∂z
≥ 8 dBZ km−1 with echoes in

at least six of eight horizontally adjacent grid volumes presents between the surface and 7 km.

1 ZH: logarithmic radar reflectivity. 2 Zmelt: melting level height. If temperatures at different vertical levels within a grid column are all below zero, there is no melting
level. In this situation, we set Zmelt =−2. 3 Peakedness is the difference between the ZH of the grid point being evaluated and the median ZH of a horizontal 12 km

radius around the point. 4 Threshold= max

(
4.0 dBZ, 10.0−

Z2
H

337.5 dBZ

)
. 5 ZHmax denotes column max reflectivity.

Table A3. Annual mean precipitation amounts and intensities for different types of precipitation in different regions of the US for 2004–2017.

Precipitation amount/mm Precipitation intensity/mm h−1

Total MCS IDC NC Total MCS IDC NC

NGP 515 254 116 145 3.3 4.3 3.3 2.4
SGP 613 308 149 156 4.1 5.2 4.4 2.9
SE 1156 526 303 327 4.5 5.2 5.3 3.3
NE 889 324 228 337 3.2 3.7 3.6 2.6
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Table A4. Annual mean seasonal precipitation amounts and intensities for different types of precipitation in different regions of the US for
2004–2017.

Precipitation amount/mm Precipitation intensity/mm h−1

Total MCS IDC NC Total MCS IDC NC

NGP Spring 150 78 31 40 2.9 3.6 2.8 2.2
Summer 214 117 47 50 4.2 5.0 4.5 3.0
Autumn 109 43 27 39 2.9 3.9 3.1 2.3
Winter 42 15 11 15 1.9 2.4 1.9 1.7

SGP Spring 176 119 27 30 4.2 5.2 3.9 2.9
Summer 200 83 71 47 4.7 5.5 5.3 3.2
Autumn 150 62 36 52 4.1 5.3 4.6 3.0
Winter 87 44 16 27 2.8 3.6 2.6 2.2

SE Spring 275 157 52 66 4.6 5.3 4.8 3.3
Summer 367 112 156 99 5.2 5.7 6.1 3.7
Autumn 249 109 55 85 4.6 5.4 5.5 3.5
Winter 265 147 40 78 3.8 4.7 3.7 2.8

NE Spring 230 97 56 78 2.9 3.5 3.2 2.4
Summer 276 80 85 111 4.2 4.9 5.0 3.3
Autumn 218 75 49 94 3.2 3.8 3.6 2.6
Winter 165 72 39 55 2.4 2.9 2.4 2.1

Table A5. Annual and seasonal mean characteristics of MCS and IDC events in the data product domain for 2004–2017 by using the new
MCS definition∗.

MCS IDC

Annual Spring Summer Autumn Winter Annual Spring Summer Autumn Winter

CCS-based lifetime/h 17.1 17.6 16.0 18.2 20.0 2.0 2.1 2.0 2.0 2.6
CCS area/km2 135 541 172 517 93 828 139 837 295 931 6657 9379 4314 6352 21 484
CCS major axis length/km 579 667 475 615 935 99 117 85 99 173
PF-based lifetime/h 15.0 15.6 14.1 15.8 17.1 1.6 1.6 1.6 1.6 1.8
Major axis length of the largest PF/km 321 357 264 357 518 63 69 55 68 93
PF convective area/km2 6119 6468 6091 5897 5697 477 496 463 487 520
PF stratiform area/km2 28 570 34 718 17 997 34 607 67 902 1205 1559 774 1517 3113
PF mean convective rain rate/mm h−1 4.5 4.0 4.8 4.6 3.9 4.1 3.4 4.5 4.3 3.0
PF mean stratiform rain rate/mm h−1 2.7 2.4 2.8 2.7 2.3 2.8 2.5 3.0 2.9 2.3
PF mean convective 20 dBZ echo-top height/km 6.6 6.2 7.2 6.1 5.0 6.5 6.1 7.0 6.2 5.0
Area of the largest CCF/km2 2094 2081 2317 1754 1392 339 355 333 337 347
Major axis length of the largest CCF/km 95 96 99 88 82 29 30 28 29 30

∗ Refer to Sect. 4.4 for the new MCS definition.

Table A6. Annual mean precipitation amounts and intensities for different types of precipitation in different regions of the US for 2004–2017
by using the new MCS definition.

Precipitation amount/mm Precipitation intensity/mm h−1

Total MCS IDC NC Total MCS IDC NC

NGP 515 280 89 145 3.3 4.2 3.2 2.4
SGP 613 344 113 156 4.1 5.1 4.4 2.9
SE 1,156 602 227 327 4.5 5.3 5.3 3.3
NE 889 371 181 337 3.2 3.7 3.5 2.6

Earth Syst. Sci. Data, 13, 1–30, 2021 https://doi.org/10.5194/essd-13-1-2021



J. Li et al.: A high-resolution unified observational data product 19

Table A7. Annual mean seasonal precipitation amounts and intensities for different types of precipitation in different regions of the US for
2004–2017 by using the new MCS definition.

Precipitation amount/mm Precipitation intensity/mm h−1

Total MCS IDC NC Total MCS IDC NC

NGP Spring 150 83 26 41 2.9 3.5 2.8 2.2
Summer 214 130 34 50 4.2 5.0 4.5 3.0
Autumn 109 50 20 39 2.9 3.8 3.0 2.3
Winter 42 17 9 16 1.9 2.4 1.9 1.7

SGP Spring 176 126 20 30 4.2 5.0 3.9 2.9
Summer 200 102 51 47 4.7 5.5 5.2 3.2
Autumn 150 70 28 52 4.1 5.2 4.5 3.0
Winter 87 47 13 27 2.8 3.5 2.6 2.2

SE Spring 275 170 39 66 4.6 5.2 4.8 3.3
Summer 367 153 115 99 5.2 5.8 6.1 3.7
Autumn 249 122 42 85 4.6 5.4 5.5 3.5
Winter 265 156 31 78 3.8 4.6 3.7 2.8

NE Spring 230 108 44 78 2.9 3.5 3.1 2.4
Summer 276 99 66 111 4.2 4.9 5.0 3.3
Autumn 218 85 39 94 3.2 3.8 3.5 2.6
Winter 165 79 31 55 2.4 2.9 2.3 2.1

Figure A1. Schematic of CCS merging and splitting.
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Figure A2. An example of CCS merging and splitting from 2005-05-07T04:00:00 Z–T09:00:00 Z. Cloud 1 and Cloud 2 at 05:00:00 Z merged
into Cloud 1 at 06:00:00 Z. And Cloud 1 at 7:00:00 Z at least split to Cloud 1 and Cloud 3 at 08:00:00 Z.
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Figure A3. Schematic of “merge” tracks and “split” tracks.

Figure A4. Seasonal cumulative distribution functions of PF-based lifetimes for (a) MCSs and (b) IDC in the data product domain for
2004–2017. Red lines denote spring, blue lines denote summer, green lines denote autumn, and black lines denote winter.

https://doi.org/10.5194/essd-13-1-2021 Earth Syst. Sci. Data, 13, 1–30, 2021



22 J. Li et al.: A high-resolution unified observational data product

Figure A5. Annual mean monthly diurnal cycles of initiated MCS (a) and IDC (b) numbers in the data product domain for 2004–2017.
Here, we define that an MCS or IDC event initiates when the first PF appears. Therefore, we can derive the initiated time of all MCS and IDC
events, which is the basis of this figure. For example, on average, more than seven MCSs initiated at 14:00 local time every June between
2004 and 2017.

Figure A6. Distributions of the fractions of different types of precipitation in each season. Here, precipitation refers to annual mean seasonal
amounts for 2004–2017. We exclude hourly data with precipitation ≤ 1 mm h−1 in the calculation. The first row is for total precipitation, the
second for MCS precipitation, the third for IDC precipitation, and the fourth for NC precipitation. The first column shows spring precipitation,
the second summer, the third autumn, and the fourth winter.
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Figure A7. Distributions of annual mean seasonal precipitation intensities for different types of precipitation for 2004–2017. The first row
is for total precipitation, the second for MCS precipitation, the third for IDC precipitation, and the fourth for NC precipitation. The first
column shows spring precipitation, the second summer, the third autumn, and the fourth winter. We exclude hourly data with precipitation ≤
1 mm h−1 in the calculation.
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Figure A8. Monthly mean diurnal cycles of precipitation intensities for MCSs (a, d, g, j), IDC (b, e, h, k), and NC (c, f, i, l) in the NGP (a,
b, c), SGP (d, e, f), SE (g, h, i), and NE (j, k, l) during 2004–2017.
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Figure A9. An example of Stage IV erroneous precipitation. Stage IV shows a large area of intense precipitation suddenly appearing at 2011-
05-02T12:00:00 Z, which then unexpectedly disappears at 13:00:00 Z, comes back abruptly at 14:00:00 Z, and finally goes away immediately
at 17:00:00 Z.

Figure A10. Distribution of the fraction of valid Stage IV precipitation data for 2004–2017. Here, “valid” means that precipitation data are
available and reasonable. The erroneous precipitation discussed in Sect. 4.1 is unreasonable and invalid.
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Figure A11. Distributions of the fractions of available radar reflectivity data for 2004–2017 at different vertical levels. As long as radars
scan a grid cell, we think of it as “available” even though there is no echo.
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