
Reviewer #2:  
This study provides a long-term nation-wide annual urban extent data at the 30m spatial resolution, with 
high accuracy. Such fine temporal and spatial dataset is highly desirable, and is potentially very useful for 
the academia community, as well for practitioners. Additionally, the proposed approach also has the 
potential to be adopted in other regions to obtain similar dataset. With that being said, I also have some 
concerns about the current version of the manuscript, and think it can be improved by considering the 
comments below.  

Response: thank you very much for your positive comments. Below please find point-by-point responses.   

#2-1: This is a very important dataset that would be interesting to people in many fields. The authors may 
want to expand their introduction section to include more discussions about how this dataset can be applied.  
Response: thank you for your suggestion. We improved the Introduction section with added discussion 
about applications of our dataset.  

“The datasets of urban extent dynamics at the fine spatial (e.g., 30m) and temporal (e.g., annual) 
resolutions are the key to capture the rate, trend, and stage of urbanization for a better understanding of 
this process (Zhang et al., 2014). Such datasets can provide fine information about urban form (e.g., layout, 
geometry, and distribution), which can be further used for relevant studies such as urban energy 
consumption (Chen et al., 2011), biodiversity in urban ecosystem (Andersson and Colding, 2014), and air 
pollutant emissions (Fan et al., 2018). In addition, the relationship between urban dynamics and annual 
socioeconomic development (e.g., population and gross domestic product) can help to better understand 
the reasons behind urbanization (Seto et al., 2002; Xie and Weng, 2017). Finally, the long temporal span 
(e.g., decades) of urban dynamics can capture a relatively complete process of urban sprawl with different 
stages (Li et al., 2019a). The information of long-term urban dynamics is valuable in developing urban 
growth models, such as investigating the generation and propagation of errors (or uncertainties) in urban 
spatial sprawl models (Santé et al., 2010;Li and Gong, 2016b).” (page 2, line 21-24).  

#2-2: It would be helpful to define some of the key terms in the manuscript. Examples are urban and urban 
sprawl. This is because these terms are often vaguely defined, but different disciplines may define them 
differently.  
Response: thank you for your suggestion. We defined these terms as suggested. 

“Globally, urban area, commonly defined as the space dominated by the built environment (e.g., buildings, 
roads, and runways) from remote sensing, only accounts for a tiny fraction of the Earth’s surface 
(Schneider et al., 2010)” (page 2, line 3-5). 

“Therefore, understanding the pathway of urban sprawl (i.e., expansion of the geographic extent of urban 
area) and developing advanced urban growth models are highly needed for adapting and mitigating 
potential risks under future urbanization (Li and Gong, 2016b;Weng, 2012).” (page 2, line 12-14).  

#2-3: The temporal segmentation approach is very interesting and important. While more details can be 
found in Li et al. (2018), it would be helpful to include more details in this manuscript.  
Response: thank you for your suggestion. We added more details of the temporal segmentation approach. 

“We implemented the temporal segmentation for each urbanized pixel in four periods (i.e., B1, B2, B3, and 
F1). These urbanized pixels during each period were identified using urban extent maps derived from 



NLCD and classified results in B1 and F1 using the CVA based approach. Within each period, we identified 
the starting (P1) and ending (P2) years of change using the temporal segmentation approach, according 
to the overall trend of the indicators (i.e., NDVI, MNDWI, and SWIR). For urbanization from vegetation, 
the indicator of NDVI shows a decreasing trend (Fig. 2a), while curves of MNDWI and SWIR show 
increasing trends (Fig. 2b). In this temporal segmentation method, we first applied a linear regression to 
the annual time series data of three indicators (i.e., NDVI, MNDWI, and SWIR), and then determined these 
two turning points (i.e., P1 and P2) according to their annual residuals to the regression-based trend line. 
If the overall trend is decreasing, the years with the largest residuals above (below) and below (above) the 
regression-based trend line were identified as P1 and P2 (Fig. 2). The change year derived from the 
indicator with the largest change magnitude (i.e., change between P1 and P2) was identified as the final 
result. In addition, the duration of change is the difference of years between P1 and P2.” (page 5, line 22-
page 6, line 7). 

#2-4: The authors used the four time slices NLCD data as a baseline. But the NLCD data themselves have 
errors in classification. I did not mean it’s not OK to use these datasets. But how such errors may affect the 
annual classification results? Are there better ways to address the issue of existing errors in these datasets? 
The authors may want to address this issue in discussion. 
Response: thank you for your suggestion. We discussed uncertainties of our annual urban extent results 
due to NLCD and potential approaches to mitigate this influence in our revised manuscript. We added a 
new section of 4.4.3 Uncertainties of annual urban extent data.  

“There are several sources of uncertainties in our annual urban extent data. The first is the classification 
error in the NLCD, despite this is the most reliable database in the US with a fine resolution and multiple 
periods (Homer et al., 2015). On the one hand, the detected change information is incorrect in the 
misclassified urbanized pixels from NLCD. On the other hand, for those urbanized pixels but not identified 
in NLCD, their change information is not captured in our result. However, the overall accuracy of land 
cover classification in NLCD is about 85%~90% (Wickham et al., 2017), and the accuracy of urban land 
cover is even higher (larger than 95% in selected examples of US) (Li et al., 2018). Moreover, the CVA 
based approach can be implemented to improve the urban extent maps of NLCD as change magnitudes of 
those pseudo urban pixels in the NLCD are notably lower than changes caused by urban sprawls. In 
addition, the omitted urbanized pixels in the NLCD can be potentially captured using the CVA based 
approach.” (page 10, line 23-page 11, line 7).  

#2-5: The accuracy assessment. The authors selected samples for accuracy assessment differently for the 
time periods of 1992-2011 and that of 1985-1992 and 2011-2015. The authors visually interpreted more 
than 500 samples that randomly collected from urbanized regions from NLCD during periods of B1, B2, 
and B3, but for the period of 2011-2015, samples were generated based on both non-urban areas and 
urbanized areas during. Why use two different approaches? How might using samples only from urbanized 
regions from NLCD affect the results of accuracy assessment?  
Response: thank you for your questions. We clarified the use of two validation strategies in different 
periods. As we described in the method section, the timing (i.e., year) of urbanized pixels was identified 
using the temporal segmentation approach, while the urbanized areas in the beginning (1985) and ending 
(2015) years (not available in NLCD) were classified using the modified change vector analysis approach. 
Accordingly, we used two different validation strategies: one is for the accuracy of identified urbanized 
years, and another is for the accuracy of classified urbanized areas. Our evaluation using urbanized samples 
from NLCD during three periods (i.e., B1, B2, and B3) was used for identified urbanized years from the 



temporal segmentation approach. For periods of B1 (1985-1992) and F1 (2011-2015), we assessed the 
accuracy of classified urbanized areas in 1985 and 2015, respectively, using samples in both non-urban and 
urbanized areas. We clarified these issues in our revised manuscript.  

“The identified urbanized years using the temporal segmentation approach agree well with the manually 
interpreted result using samples from NLCD, with an overall accuracy of around 90% using the one-year 
tolerance strategy (Fig. 9).” (page 9, line 16-17). 

“The CVA based approach performs well for classifying urbanized areas, according to the accuracy 
assessment using samples randomly generated on both non-urban and urbanized areas during periods of 
B1 (1985-1992) and F1 (2011-2015)(Table 1).” (page 10, line 12-13). 

#2-6: How the approach can be further refined to obtain even better results? Some discussion on future 
research would be helpful. 
Response: thank you for your suggestion. As suggested, we discussed potential improvements in future 
research. First, errors of the reference urban extent maps can be mitigated, and we discussed this in our 
response to comment #2-4. Second, there are uncertainties caused by spectral similarities between urban 
and bare lands and these uncertainties can be mitigated with the help of other data when they become 
available.  

“The second is the classification error in mapped urbanized areas at the beginning and ending years. 
Uncertainties caused by spectral similarities between urban and bared lands could still exist in our 
results (Table 1), although we have used different constraints (e.g., change vector, classification results, 
and NTL) to mitigate such uncertainties. More advanced classification algorithms and additional 
information such as thermal features could be helpful for improving our algorithm in monitoring urban 
dynamics.” (page 11, line 7-11). 


