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Abstract. The absence of validation or comparison data for verifying flood mapping methods poses a significant
challenge in developing operational hydraulic approaches. This article aims to address this gap by presenting a
benchmark dataset for flash flood mapping in the French Mediterranean region. The dataset described in this
paper (https://doi.org/10.57745/IXXNAY, Nicolle et al., 2024) includes flood hazard maps and simulation re-
sults of three actual flash flood events, all computed in a steady regime at a 5 m resolution using a 2D SWE
(shallow water equation) model (neglecting inertia) named Floodos (Davy et al., 2017). Additionally, it includes
the input data necessary (digital terrain models, inflow discharges, hydrographic network) for conducting similar
simulations with other hydrodynamic modelling approaches in both steady and unsteady regimes. A comprehen-
sive validation dataset, comprising observed flood extents, high water marks, and rating curves, is also provided,
enabling a detailed evaluation of 2D hydraulic simulation results. The simulation results from Floodos, com-
pared against stage–discharge rating curves available at gauging stations, yielded highly encouraging outcomes.
The median error (sim.–obs.) was −0.04 m for the 2-year return period and −0.14 m across all simulated return
periods, ranging from 2 to 1000 years.

1 Introduction: context and objectives

Flash floods are a weather-related type of natural hazard,
which, in Europe, most frequently occur in the Mediter-
ranean region. Some subregions in the northwestern Mediter-
ranean seem to experience more frequent extreme discharges
(Gaume et al., 2016). Several of these “hotspots” have been
identified in the French Mediterranean area, which has been
hit by many disastrous flash floods in the last decade. Recent
examples of these events include the 2019 floods in the Var,
Alpes-Maritimes, and Vaucluse departments, which caused
13 fatalities and up to EUR 450×106 in insured losses, and
the 2020 “Storm Alex” event in the Alpes-Maritimes depart-
ment, which caused 19 fatalities and up to EUR 230×106

in insured losses (CCR, 2021). Although the effects of cli-
mate change on the intensity and frequency of flash floods in
the French Mediterranean region remain unclear (Tramblay
et al., 2019), rapid urbanization and population growth in this
area will likely increase the risk of disastrous flash floods.
Therefore, the improvement of tools for flood risk manage-
ment is in high demand, especially since many recent studies
emphasize the usefulness of information about potential im-
pacts (Merz et al., 2020; Apel et al., 2022), which requires
developing enhanced flood mapping capacities.

Fortunately, the scientific context is conducive to tackling
these issues, as flood mapping is being increasingly improved
by recent developments in digital terrain model (DTM) res-
olution and accuracy – especially thanks to light detection
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and ranging (lidar) technology. For instance, lidar has led
to coverage of 99 % of England at a 1 m spatial resolution
(Environment Agency, 2024), and the ongoing project lidar
HD plans to provide DTMs, DEMs (digital elevation mod-
els), and DSMs (digital surface models) for France at a 0.5 m
spatial resolution (IGN, 2024). Additionally, there have been
recent advances in the estimation of river channel bathymetry
in DTMs, which is unobserved in current products and repre-
sents a challenging issue for the future (Lague and Feldmann,
2020; Pricope and Bashit, 2023; Frizzle et al., 2024).

Current flood mapping methods typically rely on two main
approaches. The first, commonly used, assumes that an area
is flooded if the elevation of the floodplain cell is lower than
an assumed or estimated flood water height in the channel,
a GIS-based method known as DTM filling. For example,
the height above nearest drainage (HAND) method (Nobre
et al., 2011) estimates flood water height based on topo-
graphic relationships derived from the terrain and channel
structure. This method offers a simple and computationally
efficient way to approximate inundation extents. The second
approach, which is the focus of this paper, is based on the
numerical solution of two-dimensional shallow water equa-
tions (SWEs), commonly referred to as hydraulic models.
While SWEs are typically solved in two dimensions, one-
dimensional (1D) models have also been used, such as in
Le Bihan et al. (2017) and Lamichhane and Sharma (2018),
due to their shorter computation times and reasonable accu-
racy. In fact, 1D models share some features with GIS-based
methods: while they use a hydraulic model to estimate flood
stage along the channel network, they similarly rely on a GIS
operation to project water surface elevations onto the terrain
to derive inundation extents. However, 1D models have limi-
tations in representing complex floodplain flows. To address
this, three-dimensional (3D) models are being explored (Luo
et al., 2018), but their real-world application remains limited
by complexity and the current lack of calibration and valida-
tion data (Bates, 2022). In short, hydraulic 2D SWE models
offer a good compromise between data availability, accuracy,
and computation times.

Continental and global-scale 2D flood mapping simula-
tions have been largely performed since the early 2010s, most
often at 102 m resolutions. Examples include the 100 m Eu-
ropean flood maps calculated by Alfieri et al. (2014) and up-
dated by Dottori et al. (2022) and the Global Flood Maps
calculated by Fathom, initially at a spatial scale of approxi-
mately 90 m (Sampson et al., 2015; Andreadis et al., 2022).
However, it can be argued that such large-scale models are
not always relevant at local scales (Fleischmann et al., 2019),
which are targeted for the representation of small rivers. Con-
sequently, efforts are being made to develop methods ap-
plicable at finer resolutions (101 m). The latest version of
Fathom’s global maps (Wing et al., 2024) has been refined to
achieve a spatial resolution of approximately 30 m, with per-
formance evaluated to be close to local model skill in many
cases. Spatial resolutions lower than 10 m are especially tar-

geted for areas prone to flash floods, such as the 5 m resolu-
tion used in Hocini et al. (2021).

Whatever flood mapping method is used, the assessment
of its performance generally suffers from a lack of validation
data, especially for the simulation of flash floods, which often
occur in data-scarce regions. Crucial parameters that need to
be assessed in flood mapping studies include flood extents,
flood depths, and water velocities, all of which are rarely
recorded after a flash flood event for several reasons, includ-
ing measurement difficulties (Molinari et al., 2019). Valida-
tion methods based on reproducing actual flood events may
use observed extensions of the flooded area (Dottori et al.,
2017; Hocini et al., 2021; Wing et al., 2024), high water
marks (Hocini et al., 2021; Wing et al., 2024) as encouraged
by Bösmeier et al. (2022), or flood impacts (Le Bihan et al.,
2017; Ritter et al., 2021) and sometimes gauge measure-
ments (Gebrehiwot and Hashemi-Beni, 2022). Another pos-
sible data source for the validation of hydraulic models are
the results of simulations performed by experts (Alfieri et al.,
2014; Sampson et al., 2015; Albano et al., 2020; Hocini,
2022; Dottori et al., 2022; Wing et al., 2024). These can con-
sist of historical event simulations or flood hazard maps (e.g.
those produced as part of the European Flood Directive). In
both cases, the main limitation lies in the input data, which
are sometimes unavailable or undocumented. Without access
to the original input data used in a study, it becomes chal-
lenging to conduct a relevant comparison between models.

The aim of this article is to help fill the gap in validation
data by providing a benchmark dataset for flash flood map-
ping in the French Mediterranean region. Figure 1 specifies
the content of the dataset and the corresponding structure of
this paper, which is separated into two parts: flood hazard and
flood events. On one hand, we provide inputs for flood haz-
ard calculations in steady state, with an example of results
obtained with the Floodos model (Sect. 2.2.1), as well as a
large sample of rating curves usable for validating the flood
hazard maps (Sect. 2.2.2). On the other hand, we provide in-
puts for simulating three historical flash flood events, as well
as the corresponding Floodos simulation results (Sect. 2.3.1),
and the observed flood extents and/or high water levels used
for the validation (Sect. 2.3.2). The provided data can be
used to run and evaluate similar simulations (flood hazard
maps or specific flood events) with any other hydrodynamic
modelling tool. In this paper, we also present the produc-
tion methods, including the DTM pre-processing method
(Sect. 3.1), the Cinecar rainfall–runoff model (Sect. 3.2), and
the Floodos method (2D SWE-based approach, without iner-
tia, detailed in Sect. 3.3). Finally, we illustrate the validation
results obtained with the Floodos approach (Sect. 4).

2 Data description

This section aims to describe the provided data (see Table A1
for an exhaustive list of the data made available). We first
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Figure 1. Dataset structure and organization, as well as related sections of the paper. The signification of each item is summarized in
Table A1.

present the areas of the French Mediterranean region cov-
ered by the simulations. Then, following the structure of the
dataset, we successively describe the data related to flood
hazard maps and the data related to historical flood events. In
each of these two sections, the data are presented according
to their role in hydraulic modelling: input/output or valida-
tion data.

2.1 Study areas

The whole simulation area covers 61 elementary hydrolog-
ical areas (watersheds grouping together nearly 300 sub-
basins of sizes between 20 and 750, 140 km2 on average)
located in the French Mediterranean region, which represent
nearly 42 000 km2 of drained area and 20 000 km of river net-
work (see Fig. 2). The Rhône and Durance rivers were ex-
cluded from the study area because they are seldom impacted
by flash floods and are significantly influenced by artificial
structures, such as dams. The area covers a wide range of cli-
matic patterns, hydrological and geological properties, and
population densities. It has been subject to numerous flash

floods in the last decades, especially the floods in the Argens
watershed (15 June 2010), in the Alpes-Maritimes depart-
ment (3 October 2015), and in the Aude watershed (15 Oc-
tober 2018), which are studied in this paper. These floods led
to up to EUR 710×106 of insured losses and 25 victims for
the most devastating event (June 2010 flood). Detailed de-
scriptions of each event with meteorological and hydrologi-
cal information can be found in Hocini et al. (2021), whose
case studies, input, and validation data have been integrated
in this article.

2.2 Computation and validation of flood hazard maps

Flood hazard maps corresponding to eight return periods be-
tween 2 and 1000 years were generated on the whole simu-
lation area. The 2D Floodos computation results included in
the dataset were obtained based on the following input data:
the digital terrain models (DTMs), the vector description of
the hydrographic network, and the peak discharges for each
return period. For the assessment of modelling results, we
provide in the dataset rating curves from stream gauges in
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Figure 2. Study basins for the simulation of historical events (coloured), study areas for flood hazard maps (framed in black), and the selected
stations for rating curve data.

the study area. Figure 3 illustrates the computation and vali-
dation procedures of flood hazard maps.

2.2.1 Flood hazard mapping inputs and outputs

The DTM used is the RGE ALTI® produced by IGN (In-
stitut national de l’information géographique et forestière,
https://geoservices.ign.fr/rgealti, last access: 25 June 2025),
with a spatial resolution of 1 m, that includes the latest lidar
measurements available in October 2022 (date of extraction
from IGN repository). It must be noted that the entire study
area was not covered by a lidar measurement at the time of
the calculations (see Fig. 10). This DTM provides average al-
titude information for each 1 m× 1 m pixel. It was used as is
for the DTM cleaning process (see Sect. 3.1), and it was re-
sampled at the resolution of 5m×5m for the hydraulic calcu-
lations. The 5 m DTM directly obtained from the resampling
is referred to as “raw”, while the 5 m DTM that underwent a
cleaning process is referred to as “processed”.

The hydrographic network provided in the dataset is
a raster description of the streambeds, derived from BD
TOPAGE®, which is the French reference hydrographic
network database, accessible at https://www.data.gouv.fr/fr/
datasets/bd-topage-r/ (last access: 14 March 2025). Based on
the provided raster description of the streambeds, two dif-

ferent Manning’s friction coefficient values were used in the
hydraulic simulations: n= 1

10 sm−1/3 for the floodplains and
n= 1

18 sm−1/3 for the streambeds for all river reaches. These
values have been determined with a sensitivity analysis led
by Hocini (2022) in the study area.

In order to carry out modelling of flood hazard over the
whole computational domain, it is necessary to gather dis-
charge data for defining the inflow boundary conditions of
the hydraulic model. These discharge data were extracted
from the SHYREG (REGionalized SHYpre model) database
and are included in the dataset. SHYREG is a national
database providing synthetic rainfall intensity and peak dis-
charge quantile estimates for the whole French territory
(Arnaud et al., 2014; Aubert et al., 2014). The SHYREG
quantiles are derived from stochastic simulations combin-
ing an hourly stochastic rainfall generator and a simpli-
fied distributed rainfall–runoff model, respectively calibrated
against the existing rain gauge and stream gauge measure-
ments. The database includes the peak discharge quantiles
for eight return periods of 2, 5, 10, 20, 50, 100, 500, and
1000 years. These discharge quantiles are provided con-
tinuously along the hydrographic network for drainage ar-
eas larger than 5 km2 on a 50 m resolution grid. Therefore,
this method can provide discharge information for small un-
gauged river reaches, which is crucial for evaluating risks
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Figure 3. Illustration of the computation and validation of flood hazard maps.

related to flash floods. Like all methods, estimations pro-
vided by SHYREG are subject to uncertainty due to major
simplifications in the model, concerning, for instance, the in-
fluence of hydraulic regulation structures, karstic zones, and
rain and discharge data uncertainty. Caruso et al. (2013) thus
provide confidence levels to qualify the applicability of the
method on each stream network in France. Details on how
the SHYREG quantiles were incorporated into the Floodos
computational domains can be found in Sect. 3.3 and Ap-
pendix D.

The flood mapping procedure described in Sect. 3.3, ap-
plied to the aforementioned data, yielded 61× 8 water level
rasters (one for each of the 61 subdomains in Fig. 2 and
for each of the eight return periods) at the 5m× 5 m reso-
lution. Initial results, derived from the same hydraulic mod-
elling approach but with different input data (i.e. different
DTMs that were pre-processed using a much more simpli-
fied approach than the one described in Sect. 3.1), showed
a large overestimation of the flooded areas for the 2-year re-
turn period, mainly attributed to residual defects in represent-
ing the geometry of the streambeds in the DTMs (Hocini,
2022). This justifies the application of a specific DTM pro-
cessing to improve the representation of the streambeds. Fig-
ure C1 illustrates the impact of this processing procedure on
river streambeds. For the sake of comparison and illustration
of the efficiency of the DTM pre-processing method, results
obtained from both raw and processed DTM are included in
the dataset. A quantitative assessment of the results based on
stage–discharge rating curves available at gauging stations
over the studied river networks is carried out in Sect. 4.1
and shows that the DTM pre-processing method largely ad-
dresses the overestimation for low return periods.

2.2.2 Validation data: rating curves

As discussed in the Introduction, the assessment of a set of
flood hazard maps for different return periods is highly lim-
ited by the lack of validation data. The proposed approach
leverages the expertise of local hydrometry services, which
is summarized in the rating curves available at stream gauge
river sections. Such an evaluation was already applied by
Le Bihan et al. (2017), who examined gauging data and rat-
ing curves from 12 hydrometric stations. It was applied here
for a much broader assessment at a regional scale on 171
gauging stations selected as follows. Initially, both gauged
(i.e. measured) discharges and rating curves were consid-
ered. However, due to the very limited number of measured
discharges corresponding to return period exceeding 2 years
(only 2 % of the total number of gauged discharges, spread
over 35 % of the gauging stations), it was decided to fo-
cus on the rating curves. The rating curves are also subject
to uncertainty, as they are derived from measured discharge
data, which themselves carry significant uncertainty (Di Bal-
dassarre and Montanari, 2009). Notably, tools exist to quan-
tify the uncertainty associated with hydrometric rating curves
(Le Coz et al., 2014). In this study, we argue that they serve
as a convenient and independent source of data for evaluation
despite their inherent uncertainties, which should be consid-
ered when analysing the results. They were provided by SPC
Grand Delta, SPC Méditerranée Ouest, and SPC Méditer-
ranée Est, either through the open-access Hydroportail plat-
form (https://hydro.eaufrance.fr/, last access: 7 April 2024)
or directly by the data producers through the BAREME tool
(Bechon et al., 2013) when the data were not available on
the Hydroportail platform (representing roughly 1/3 of the
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Table 1. Number of stations for which the rating curve has stage–
discharge values exceeding each return period.

T (years) 2 5 10 20 50 100 500 1000

N 171 164 155 140 112 85 33 20

stations). The data provided in the dataset do not correspond
to the raw data extracted from Hydroportail or BAREME –
they have undergone a procedure to provide uniform (data
extracted from Hydroportail are not formatted the same way
as data extracted from BAREME), verified (some errors in
the data could be detected), suitable (for flood hazard map
verification purposes), and simplified (keeping only the vari-
able of interest) information. The procedure is detailed in Ap-
pendix B.

The application of this procedure reduced the initial num-
ber of gauging stations of interest from 418 to 171. The 171
selected stations are mapped in Fig. 2, and Table 1 summa-
rizes the number of stations for which the rating curve pro-
viding estimated stage–discharge values for each of the eight
estimated return periods.

The data provided in the dataset include metadata such as
station name, code, location, and reference altitude of the wa-
ter level gauge, but also a quality index for high-flow data,
which is a qualitative score (between 1 and 3, 3: reliable
data, 2: moderately reliable data, 1: uncertain data) that was
estimated based on discussions with the local forecasting ser-
vices. It quantifies the precautions that need to be taken when
interpreting the gap between the model simulations and the
rating curves for high return periods. Furthermore, reliability
zones (i.e. water levels between which the data are deemed
reliable by the local forecasting service) which were directly
extracted from Hydroportail or BAREME are also provided.
Finally, despite this careful data selection, multiple errors can
remain and uncertainties cannot be avoided, and this is par-
ticularly true when working with data as sensitive as the rat-
ing curves, which are often extrapolated from direct gauge
measurements below the 2-year return period.

The provided rating curves can take two forms: either
“piecewise linear” curves based on linear interpolation of
stage–discharge pairs or a “power function” Q= α× (H −
β)γ , where Q is the discharge in m3 s−1, H the water stage
over the zero reference altitude of the water level gauge, and
α,β, and γ are parameters to be determined. Rating curves
are constructed across a large range of discharge rates, al-
though gaugings may not be available for the entire range.
Return periods are not provided by local hydrometric ser-
vices and are determined independently using the SHYREG
method.

2.3 Computation and validation of actual extreme flood
events simulations

Hocini et al. (2021) compared three automated methods
for flash flood inundation mapping based on the simula-
tion results of three observed flood events. In this section,
we present the data associated with these three events (see
Fig. 4 for an overview of each dataset’s role in the simulation
chain). The input discharges and validation data (observed
inundation extents and high water marks) are shared with the
study by Hocini et al. (2021). However, the input DTMs and
the resulting simulated water levels differ, highlighting the
impact of DTM pre-processing on hydraulic results.

2.3.1 Flood mapping inputs/outputs

DTMs and hydrographic networks are the same as those de-
scribed in Sect. 2.2.1, except that the Siagne and Brague wa-
tersheds were merged to enable the simulation of the Alpes-
Maritimes event. Manning’s friction coefficients were set to
n= 1

18 sm−1/3 in the streambed and n= 1
10 sm−1/3 in the

floodplains. Computations were performed in a steady-state
regime using simulated peak discharges from the Cinecar
rainfall–runoff model (see Sect. 3.2, for more details). Dis-
charges are considered homogeneous on each river reach of
average length lower than 2 km. We provide the full hydro-
graphs at each river reach outlet, as well as the lateral in-
flow hydrographs, to enable unsteady computations for fu-
ture users.

The water level maps (flood inundation extents and depths)
generated with the Floodos model that are included in the
dataset correspond to the maximum inundation according to
the peak discharge of the flood. They may thus correspond to
different instants of the flood for the various reaches of the
river network.

2.3.2 Validation data: flood marks and flood extents

As mentioned earlier, the validation data used to assess the
quality of flood event simulations originate from the study
by Hocini et al. (2021). However, they are properly de-
scribed and published for the first time in this paper. We
also repurpose these data to compare the impact of DTM pre-
processing on hydraulic results (see Sect. 4.2). Two types of
data are provided: high water marks (HWMs) and reconsti-
tuted flood extents from field observations.

HWMs were extracted from the French HWM database
(https://www.reperesdecrues.developpement-durable.gouv.
fr/, last access: 19 April 2024). We provide 642 HWMs for
the 2010 Argens event, 556 HWMs for the 2015 Alpes-
Maritimes event, and 1089 HWMs for the 2018 event.
To ensure that collected HWMs only correspond to river
flooding, HWMs were manually filtered according to their
proximity to the modelled river network. While these data
should not include large errors as they were systematically
checked, they are not immune to occasional problems. For
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Figure 4. Illustration of the simulation and validation of extreme flood events.

instance, amongst the HWMs collected for the 2010 Argens
flood event, systematic errors in altimetric referencing
were observed on a 28 km long river reach of the Argens
river, running upstream from the northwest of the town of
Vidauban. It was particularly obvious since some HWMs
were clearly under the natural terrain level, as revealed by a
simple comparison with the DTM. All these detected errors
concerned HWMs surveyed by the same firm on the same
date. While these errors may have been caused by human
error, other ones can also be the result of local obstacles
affecting water surface elevation, capillary rise of moisture
in walls, instrumentation limitations, etc. The detected faulty
HWMs were systematically removed from the dataset.

The reconstituted flood extents provided in the dataset are
also a combination of maps obtained from several firms of
engineering consultants, commissioned by local authorities.
Reconstitution methods were generally based on field sur-
veys, inventories and locations of HWMs, photos, videos,
and satellite images. Limits can come from local interpola-
tions between field observation points. These maps are avail-
able for the Argens 2010 event and the Aude 2018 event;
however, the Alpes-Maritimes 2015 event was characterized
by very rapid kinetics in urban environments, and thus it was
more complicated to conduct the same reconstitution proce-
dure. Local authorities provided a map which is partly the
result of hydraulic simulations, and thus it was decided not
to use it for validation purposes. The flood extent dataset also
provides a shapefile of subcatchments under study, which
were limited to the river network where the observed flooded

areas are available. These subcatchments were calculated
based on a 50 m flow direction grid and have an average area
of 2.5 km2. They were designed in order to conduct the eval-
uation process at a local river reach scale.

3 Description of data pre-processing methods

3.1 DTM pre-processing

As mentioned in Sect. 2.2.1, a specific processing of the
DTMs was applied to attenuate or remove several imperfec-
tions known to cause large errors in hydraulic computations:
imperfect interpolations of DTMs in streambeds leading to
noisy cross-sectional and longitudinal bathymetric profiles,
missing description of the capacity of covered watercourses,
and the presence of undesirable obstacles to flow in riverbeds
(typically bridge decks incompletely removed). These imper-
fections may generally lead to overestimated flooded areas,
particularly for the low (i.e. 2 years) return periods.

The DTM processing procedure was based on the work of
Kalsron et al. (2019) to “reopen” covered river reaches and
on the methods of Wimmer et al. (2021) for the delineation of
the streambed. They are thoroughly described in a technical
report to the French Ministry for the Environment (Nicolle
et al., 2023) and shortly presented in Appendix C.

The effects of these DTM corrections on hydraulic com-
putation results were analysed in three main steps. First, hy-
draulic modelling result samples were visually inspected. An
example is provided in Fig. 5 for the Brague river. It illus-
trates several of the targeted imperfections. A better defini-
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Figure 5. Comparison of simulation results obtained from raw and processed DTMs for the Brague river with T as a 2-year return period.

tion of the streambeds’ cross-sections clearly limits simu-
lated overflows for the floods with T = 2 years (two com-
parisons on the top of the figure) or eliminates the overflow
upstream of a bridge not eliminated in the original DTM (bot-
tom of the figure). Then, the total number of flooded pixels
outside the streambed for the 2-year maps were counted: it
should be as limited as possible since the streambed is gen-
erally considered to have the capacity to convey the 2-year
flood without overflow. On average on all the stream reaches,
the number of inundated pixels outside the streambed for the
2-year return period was reduced by 40 % due the DTM pro-
cessing (minimum decrease of 4 %, maximum decrease of
95 %, no increase). Finally, validation results for both config-
urations (raw DTMs and processed DTMs) were compared
using the validation data described in Sect. 2.2.2 (the rating
curves). These results demonstrate the statistic relevance of
the DTM correction method in river channels, as discussed
in Sect. 4.1.

3.2 Hydrograph calculations

The dataset provides flood hydrographs for the three his-
torical flash flood events under study (Argens 2010, Alpes-
Maritimes 2015, Aude 2018) for each of the considered river
reaches. These were calculated using the Cinecar distributed

rainfall–runoff model (Gaume et al., 2004; Naulin et al.,
2013), calibrated for each flood event based on the available
measured and estimated discharges. Cinecar is based on a di-
vision of the river network into river reaches (1.5 km long
on average in the present cases) that are each connected to
two rectangular slopes, representing the left and right bank
subwatersheds. Cinecar simulates the evolution over time of
runoff coefficients and volumes on each subwatershed based
on the Soil Conservation Service curve number model (SCS-
CN). The computation time step can be adjusted. It has been
set to 15 min in this work. To route the effective rainfall
through the watershed, the kinematic wave model is used
on the hillslopes and in the river network, except for river
reaches with slopes lower than 0.6 %, for which the Hayami
solution for a diffusive wave model is used.

For the Argens 2010 and the Alpes-Maritimes 2015
events, Cinecar was forced with the Antilope J + 1 rainfall
product (Champeaux et al., 2009), which combines radar
and rainfall records. It is an operational product provided
by Météo-France the day following the precipitation record
date, permitting an incorporation of 40 % of additional data
from rainfall networks compared to the online Antilope rain-
fall product. This may not always prevent the observation of
important errors locally (especially in regions scarce in rain
gauge networks), which is why the model was forced with an
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Figure 6. Observed vs. simulated peak discharges with the Cinecar rainfall–runoff model for the three simulated flood events (adapted from
Hocini et al., 2021).

improved rainfall reanalysis for the Aude 2018 event (Cau-
mont et al., 2021). This product takes advantage of new rain-
fall data, in particular amateur measurements, and is consid-
ered to be more reliable than the initial Antilope J + 1 prod-
uct. The original time step is 1 h, and thus the rainfall rates
were uniformly distributed over the 15 min sub-time-step to
feed the Cinecar model. Cinecar was calibrated for each
event using all available observations of peak discharges,
including a large number of estimations at ungauged sites,
gathered within the HyMeX programme (Ducrocq et al.,
2019). As Hocini et al. (2021) reported, the resulting relative
difference between simulated and observed peak discharges
rarely exceeds 20 % (see Fig. 6).

3.3 Floodos computations

Floodos is a 2D Lagrangian hydrodynamic model solving the
2D SWE equations, neglecting inertia. It routes elementary
water volumes (i.e. precipitons) over the topography, rep-
resented by the number of precipitons entering the model
per computation time step depending on the discharge (Davy
et al., 2017). It is coded in C++ and it is distributed in the
form of a Windows executable that can be launched from
three input files representing the topography (GSBG file,
“.alt”), the discharges to be injected (GSBG file, “.rain”), and
the parameters to be applied (text file, “.dat”). In this work,
the routine including the generation of these files and launch-
ing the calculation has been wrapped in R.

Hocini et al. (2021) showed that for steady-state simula-
tions, Floodos led to more accurate results for 2D modelling
of flooding than a 1D hydrodynamic approach (caRtino 1D)
and than a DTM filling approach (HAND/MS). Floodos also
has the advantage of being relatively simple to implement,
as the calculations are performed directly on the DTM mesh,
and of being very fast. However, inertia terms are neglected
in the resolution, which can cause some errors in areas with
abrupt changes in direction and/or in the vicinity of obstacles

in the flow. Additionally, the model requires careful verifica-
tion of convergence, which has been automated here. In this
work, simulations are conducted independently for each river
reach and are performed in a steady-state regime based on
flood peak discharges (inflow discharges, the hydrological–
hydraulic coupling being described in Appendix D) provided
by the SHYREG database (for the flood hazard maps) or by
the Cinecar hydrological model (for the historical flash flood
events). The steady-state assumption can overestimate inun-
dation extents and depths if the flood wave volume is rel-
atively small compared to the floodplain’s storage capacity.
However, this assumption is considered reasonable here, as
the floodplains are only a few hundred metres wide, and their
storage capacities are therefore limited. Additionally, com-
putations based on peak discharges may overestimate back-
water effects at confluences due to the assumption that peak
discharges occur simultaneously across all river branches at
a confluence.

Details on the implementation of the Floodos numerical
model over the whole French Mediterranean region are pre-
sented in Appendix D and are derived from the previous
works of Hocini (2022) and Nicolle et al. (2021).

4 Illustration of the validation methods and of the
results obtained with the Floodos model

4.1 Validation of flood hazard maps using hydrometric
data (rating curves)

This section illustrates the use of rating curves for the verifi-
cation of the flood hazard maps. In order to compare the rat-
ing curve values to the simulated water levels, the first step
consists of extracting from hydraulic computation data the
simulated water levels and discharge values at each gaug-
ing station location. To get the discharge values, the gaug-
ing stations were connected to the nearest SHYREG pixel.
Connection based on a distance criterion (150 m here) might
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Figure 7. Examples of comparisons of theoretical rating curves elaborated by local hydrometric services (black line) and stage–discharge
relations based on the regionally implemented Floodos model based on the raw (red points) or processed (green points) DTMs.

not be the most appropriate method to determine the cor-
responding hydrological pixel of a gauging station – Godet
et al. (2024) have documented this issue – but as the gauging
stations only concern intermediate to large catchments, the
risk of error was considered limited, though all allocated po-
sitions were manually checked. The allocation gauging sta-
tion and SHYREG pixel make it possible to extract, for each
gauging station, discharge values Qshy(T ) corresponding to
each return period T . Then, we retrieve the simulated wa-
ter altitude as Z(x,y;T )= h(x,y;T )+ b(x,y), with h the
water depth and b the bathymetry elevation, at the original
location of the gauging station, i.e. not at the location of
the allocated SHYREG pixel. DEMalti is the altitude of the
pixel according to the DTM. This process results in eight
triplets {T ,Walti(T ),Qshy(T )} (one for each simulated return
period) for each gauging station, which can be directly com-
pared to the rating curve on a graph (see Fig. 7).

To complete the evaluation of the effect of the DTM pre-
processing (see Sect. 3.1) on hydraulic modelling results,
simulation results obtained from both raw and processed
DTMs can be compared. Examples of such comparisons are
provided in Fig. 7. As illustrated in these examples, for a
significant number of gauging stations there is good or very
good agreement between the theoretical rating curves estab-
lished by the hydrometric services and the simulated water
levels, with differences often lower than 0.5 m, even though
the largest errors can also be observed (e.g. the example of
the station of Le Gapeau à Hyères). The results do not in-
dicate a systematic overestimation or underestimation of the
water levels, even if underestimation increasing with the re-
turn period, like in the illustrated example of La Tech at

Amélie-les-Bains-Palada, is observed several times. The ex-
amples of the Arc à Meyreuil and the Gardon at Saint Jean
illustrate the expected improvement induced by the DTM
pre-processing. However, such an improvement is not sys-
tematically observed, as illustrated in two out of four of the
presented examples: globally, when the water levels were al-
ready underestimated, the DTM pre-processing tended to ex-
acerbate the inaccuracies in the results.

To provide a more comprehensive evaluation, box plots of
differences in water altitude are presented for each return pe-
riod in Fig. 8. This confirms that the general effect of the
DTM pre-processing is a decrease in the simulated water
altitudes. This was expected since the DTM pre-processing
procedure described in Sect. 3.1 leads to increased hydraulic
capacity of the streambeds. This impact is noticeable for all
return periods and leads to an overall improvement of the
agreement between the expert-based rating curves and the
simulated water levels for low to medium return periods:
the median error for T = 2 years is reduced from 0.54 m
(raw DTM) to −0.04 m (processed DTM). The median er-
ror (sim.–obs.) for all return periods combined is 0.38 m for
the water levels simulated using raw DTMs and −0.14 m for
the water levels simulated using processed DTMs. These re-
sults are encouraging given that they are of the same order
of magnitude as typical errors observed for the validation
of flood event mapping using high water marks (see Hocini
et al., 2021, and Sect. 4.2), despite the fact that this verifica-
tion method is very challenging. It is important to recall that
the simulations are based on a numerical 2D model, imple-
mented at a large regional scale with fixed friction parameter
values and no further local adjustment.
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Figure 8. Box plot of water altitude differences between the local expert rating curves and the regional 2D simulation results based on (a)
the raw DTM and (b) the processed DTM for the eight considered return periods. The box plots respectively represent the 5 % and 95 %
(whiskers) and the 15 % and 85 % quantiles (boxes).

The results show that the primary objective of the DTM
pre-processing, i.e. reducing excessive overflow for low re-
turn periods, is reached. However, they also show that sim-
ulated water levels are less consistent with local theoreti-
cal rating curves for large return periods, i.e. 500 years and
1000 years. However, the box plots for the 500-year and
1000-year return periods are only based on 33 and 20 val-
ues, respectively (Table 1), as few local forecasting services
venture into this type of highly uncertain extrapolation of rat-
ing curves. As indicated in Sect. 2.2.2, only 2 % of directly
measured (gauged) discharges exceed the 2-year return pe-
riod, which does not allow for reliable extrapolations. Even
when the rating curves suggest values for the 500-year and
1000-year return periods, this is systematically far outside
of the reliability range defined by the local forecasting ser-
vice. Finally, the spatial distribution of average errors has
been explored. This does not reveal any clear spatial trend
or concentration of high errors values. This analysis did re-

veal that large differences (i.e. exceeding 2 m) generally af-
fect the results obtained with both the processed and raw
DTMs. This indicates that the processing of the DTMs could
not significantly reduce the distance between the locally es-
tablished rating curve and the simulation results for the con-
sidered gauging stations, meaning that the source of the dif-
ference is probably not related to the limitations of the DTM.
As highlighted in Sect. 3.3, other sources of error may stem
from neglecting inertia terms in the resolution and assuming
a steady-state regime.

4.2 Validation of flood event inundation maps using
observed flood extents and high water marks

Readers are encouraged to refer to Hocini et al. (2021) for
a more detailed explanation of the validation method used
here, which consisted of comparing the inundation simula-
tion results obtained for three specific events with observed
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Figure 9. (a) Comparison of simulated and observed flood areas and water levels for the Argens 2010 event and the processed DTM. The
dotted black rectangles refer to error clusters. (b) Comparison of simulated water levels based on the raw and processed DTMs, with observed
high water marks (HWM) for the three events. (c) Comparison of simulated and observed flood extents for the Argens 2010 and the Aude
2018 events, using the CSI metric.

flood extents and high water marks. In this section, we repli-
cate this evaluation for our simulation results, again obtained
with the Floodos hydraulic approach but using both an up-
dated version of the raw DTM and the processed version of
this DTM. The results, shown in Fig. 9b for the case of the
Argens 2010 flood, align with those in Fig. 8, since they in-
dicate a tendency to underestimate water levels during the
most intense events (the three considered floods are major
ones). This underestimation may be attributed to the uncal-
ibrated Manning friction coefficients used or to the lack of
representation of backwater effects from structures, among

other factors. Although the influence of solid transport re-
lated to erosion and deposition processes was limited during
these three events – unlike a more recent event, Storm Alex
in October 2020, which severely affected the study area (see
Payrastre et al., 2022) – localized blockages were observed
during the Aude 2018 event, as documented by Hocini et al.
(2021). These blockages may have contributed to significant
underestimations of water levels and flood extent in the vicin-
ity of the blocked bridges.

Despite these limitations, the results showed a median
(mean) altitude difference of −0.47 m (−0.57 m) for the Ar-
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gens 2010 event, −0.30 m (−0.45 m) for the Aude 2018
event, and−0.31 m (−0.20 m) for the Alpes-Maritimes 2015
event. These values fall within the typical error range of
±0.3–0.5 m for validation based on this type of data, as noted
by Bates (2022). The simulated inundation maps were also
in good agreement with the observed flood areas (Fig. 9a
and c), with CSI scores (critical success index, measuring the
overlap between observed and simulated flood extents) rang-
ing from 55 % to 85 % for 90 % of the river reaches studied.
The median CSI values, close to 80 %, are particularly satis-
factory, considering that scores above 65 % are generally re-
garded as indicators of reliable local estimates (Fleischmann
et al., 2019).

5 Discussion

The flood hazard maps, obtained from automated compu-
tations implemented on large areas – which inevitably im-
plies errors and uncertainties – resulted in very promising
results when compared to the 171 available locally adjusted
rating curves. The local comparison of simulated inundation
maps with observed flood extents for three specific intense
flood events also led to satisfactory results, as already demon-
strated by Hocini et al. (2021). However, these results also
showed locally large differences between simulated and ref-
erence water altitudes (see Table 2 for some examples in the
case of flood hazard maps). This reveals some remaining lim-
its which must be underlined.

A first explanation can be found in the DTM source. No-
tably, the entire study area was not covered by a lidar DTM
at the time of the calculations (Fig. 10). Less accurate DTM
production techniques, such as satellite radar and aerial pho-
togrammetry, still predominate in some areas of the region
under consideration. Table 2 indicates that among the 5 % of
stations with the largest errors, six out of nine were located in
areas without lidar coverage. Figure 10 shows clear examples
where the streambed is poorly defined or even nonexistent in
the original DTM. The pre-processing technique described
in Appendix C allows for the definition of a streambed when
it is absent or poorly defined in the raw DTM. However, it
is not always able to compensate for all the limitations of an
initially poorly defined DTM.

As an illustration, the mean absolute error calculated for
the 2-, 5-, 10-, and 20-year flood hazard maps across all sta-
tions is 1.03 m, doubling to 1.95 m for stations located in
areas without lidar coverage. This clearly demonstrates the
advantages of lidar technology. But even when lidar mea-
surements are available, achieving a perfect description of
the geometry of streambeds on a large scale remains chal-
lenging, particularly due to the lack of bathymetric data, as
the commonly used lasers do not penetrate the water col-
umn. Hocini et al. (2021) have also discussed main error
sources affecting their results on the simulation of histor-
ical events. They have observed that large errors are spa-

tially clustered (see the rectangles in Fig. 9): they had already
pointed out the limitations of the DTMs and particularly the
lack of river bathymetry. The resulting underestimation of the
streambed’s cross-sectional area and hydraulic capacity will
then depend on the season of the survey and the morphology
of the riverbeds. Larger underestimations are more likely for
winter surveys than for summer surveys. Similarly, ponds in
the riverbed will be more frequent in the downstream sec-
tions of watercourses, often equipped with engineered weirs
or exhibiting a succession of pools and riffles. Ideally, lidar
surveys should be conducted during the summer when water
levels are low. However, dense vegetation in summer, which
may partially or completely cover the streambed, especially
in small rivers, can also pose problems for lidar measure-
ments.

Remaining errors can arise from a variety of other sources,
particularly including geographical or altimetric referenc-
ing errors of sensors and/or HWM. In the case of station
Y004501001 on the Riu de Quérol, which shows the largest
mean difference between the simulated water altitudes and
the rating curve amongst all stations under study (average
difference of −16 m for the results obtained with the pro-
cessed DTM), the exact location of the water level sensor
can be questioned. The official altitude of the zero water
level gauge is 1372 m NGF (French national height refer-
ence system) on Hydroportail. According to the Hydropor-
tail database, the stream gauge is located under a bridge, for
which deck altitude is 1363 m NGF. This is clearly incon-
sistent. The local slope of the stream is about 5 %. The alti-
tude of the zero level of the gauge, if reliable, thus suggests
that the sensor should be located several hundred metres up-
stream of this bridge. Exchanges with the local hydrometric
service could not confirm either of the two hypotheses: error
in the reference altitude or location of the sensor. This ex-
ample shows that despite a careful problem tracking with the
help of local hydrometric services, some errors may remain.

It is worth noting that Fig. 8 also shows that the cho-
sen streambed–floodplain couple of Manning’s friction co-
efficients (1/18, 1/10sm−1/3) is adapted to low return peri-
ods but that it leads to underestimating on average the wa-
ter levels for larger return periods. If we trust the locally es-
tablished rating curves, this suggests that for extreme flood
events, the apparent friction of Mediterranean streambeds is
certainly even greater than that adjusted in this application
(rather 1/15 than 1/18sm−1/3). This observation is consis-
tent with the conclusions drawn by Lumbroso and Gaume
(2012), who concluded, based on post-event survey data, that
Manning roughness coefficients should be much higher than
the commonly recommended values (ranging from 1/30 to
1/25sm−1/3) to provide realistic stage–discharge relations
for extreme flash flood events. Large regional implementa-
tions of hydraulic models may also provide or confirm pre-
cious information about hydraulic properties of riverbeds.
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Table 2. The 5 % of stations where the flood hazard maps showed the largest errors (calculated on the 2-, 5-, 10-, and 20-year return periods,
with the results obtained from processed DTMs) and the source of the DTM slab they are located on.

Code Name Mean abs. difference (m) % Lidar % Photo % Radar

Y004501001 Le Riu de Quérol à Porta 16.04 0 100 0
Y047406001 La Têt à Saint-Féliu-d’Amont 5.28 100 0 0
V603501001 Le Toulourenc à Malaucène 5.14 65 0 35
Y136401001 Le Fresquel à Carcassonne 5.10 100 0 0
Y663501001 La Bévéra à Sospel 5.05 0 0 100
Y040401001 La Têt à Mont-Louis 4.93 0 100 0
V505401001 L’Ardèche à Vallon-Pont-d’Arc 3.95 0 100 0
Y201002001 L’Arre au Vigan 3.71 0 100 0
Y622401001 La Tinée à Saint-Sauveur-sur-Tinée 3.43 0 0 100

Figure 10. Portion of the area monitored by the radar technology, combined with the mean absolute errors between the simulated water
altitudes and the rating curves (calculated on the 2-, 5-, 10-, and 20-year return periods), and examples where the streambeds were very
poorly detected.

6 Data availability

The dataset is provided on the French public platform
Data gouv: https://doi.org/10.57745/IXXNAY (Nicolle et al.,
2024).

7 Conclusions

This article documents a dataset including input and valida-
tion data for the computation of flood hazard maps and in-
undation maps of historical floods over the French Mediter-
ranean area. Reference computation results are also provided
using the Floodos 2D hydraulic model, which solves the shal-
low water equations without inertia and in a steady-state
regime. The article illustrates both the variety and richness
of the proposed evaluation dataset in a region frequently af-
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fected by severe flash floods and the relevance of approaches
based on lidar DTM and 2D numerical hydraulic models for
high-resolution regional flood mapping.

Some major errors were diagnosed to be linked to the
DTM source; nevertheless, other errors are probably intro-
duced because of the simplicity of the chosen modelling
approaches: simplified reservoir-based hydrological models,
hydrodynamic method neglecting inertia terms and carried
out independently for each reach, calculations in a steady-
state regime, monofrequency catalogue of scenarios, etc. The
proposed dataset provides the opportunity to address these
issues and to assess the improvements of more complex ap-
proaches in the future. However, the results presented here
show that simple 2D models like Floodos, implemented on
a regional scale, already deliver very satisfactory outcomes.
These models are already effective for simulating historical
flood extents and computing flood levels and hazard maps
for reference discharge values. The challenging comparison
with locally calibrated rating curves is particularly interest-
ing, with an absolute mean difference of less than 0.5 m be-
tween simulated levels and the reference rating curve in more
than half of the cases, even for hazards of limited intensity
(low return periods). This confirms the promising results al-
ready obtained by Hocini et al. (2021) based on the com-
parison with HWM levels for the three historical flash flood
events.
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Appendix A: Contents of the associated dataset

Table A1 provides a quick access guide to the dataset. Details
on the attributes, units, sources, data size, and formats can be
found in the readme.txt files provided with each data item in
the dataset.

Table A1. Contents of the dataset.

Data type Data path Signification Section

Vector 02_FLOOD_EVENTS / 01_INPUTS /
DISCHARGE / RIVER_NETWORK

River network on which the CINECAR hydrological mod-
elling was performed for the simulation of the three histori-
cal flood events.

2.3.1

02_FLOOD_EVENTS / 03_VALIDATION /
FLOOD_MARKS

High water marks collected for the three historical flood
events.

2.3.2

02_FLOOD_EVENTS / 03_VALIDATION /
OBSERVED_FLOOD_EXTENTS /
ASSESSMENT_AREAS

Subcatchments affected by the Argens 2010 and Aude 2018
events, adapted to the observed flood extents.

2.3.2

02_FLOOD_EVENTS / 03_VALIDATION /
OBSERVED_FLOOD_EXTENTS /
OBS_FLOOD_SHP

Observed flood extents for the Argens 2010 and Aude 2018
events.

2.3.2

Raster 01_FLOOD_HAZARD / 01_INPUTS / DTM /
RAW

5 m DTMs resulting from a sampling of the 1 m DTMs pro-
vided by IGN for each area on which a flood hazard map is
derived.

2.2.1

01_FLOOD_HAZARD / 01_INPUTS / DTM /
PROCESSED

5 m DTMs that underwent the treatments described in
Sect. 3.1 for each area on which a flood hazard map is de-
rived.

2.2.1, 3.1

02_FLOOD_EVENTS / 01_INPUTS / DTM /
RAW

5 m DTMs resulting from a sampling of the 1 m DTMs pro-
vided by IGN for each catchment on which a historical flood
event is simulated.

2.3.1

02_FLOOD_EVENTS / 01_INPUTS / DTM /
PROCESSED

5 m DTMs that underwent the treatments described in
Sect. 3.1 for each catchment on which a historical flood
event is simulated.

2.3.13.1

01_FLOOD_HAZARD / 01_INPUTS /
HYDROGRAPHIC_NETWORK

Raster description of the minor bed for each area on which
a flood hazard map is derived.

2.2.1

02_FLOOD_EVENTS / 01_INPUTS /
HYDROGRAPHIC_NETWORK

Raster description of the minor bed for each catchment on
which a historical flood event is simulated.

2.3.1

01_FLOOD_HAZARD / 01_INPUTS /
DISCHARGE

Input SHYREG discharge quantiles for the simulation of
flood hazard maps.

2.2.1

01_FLOOD_HAZARD / 02_OUTPUTS /
WATER_LEVELS / RAW

Floodos flood hazard maps (water levels) obtained using
raw DTMs.

2.2.1

01_FLOOD_HAZARD / 02_OUTPUTS /
WATER_LEVELS / PROCESSED

Floodos flood hazard maps (water levels) obtained using
processed DTMs.

2.2.1

02_FLOOD_EVENTS / 02_OUTPUTS /
WATER_LEVELS / RAW

Floodos flood event maps (water levels) obtained using raw
DTMs.

2.3.1

02_FLOOD_EVENTS / 02_OUTPUTS /
WATER_LEVELS / PROCESSED

Floodos flood event maps (water levels) obtained using pro-
cessed DTMs.

2.3.1

Table 01_FLOOD_HAZARD / 03_VALIDATION /
RATING_CURVES

Rating curve data for 171 gauging stations. 2.2.2

02_FLOOD_EVENTS / 01_INPUTS /
DISCHARGE / HYDROGRAPH_TABLES /
. . . / hydrographs

Simulated discharge values at each 15 min time step for the
three historical events on each river reach of the river net-
work.

2.3.1

02_FLOOD_EVENTS / 01_INPUTS /
DISCHARGE / HYDROGRAPH_TABLES /
. . . / lateral_hydrographs

Subcatchment lateral inflow values at each 15 min time step
for the three historical events on each river reach of the river
network.

2.3.1
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Appendix B: Procedure applied on the rating curve
data

The data provided in the dataset do not correspond to the
raw data extracted from Hydroportail/BAREME – they have
undergone a procedure to provide uniform (data extracted
from Hydroportail are not formatted the same way as data
extracted from BAREME), verified (some errors in the data
could be detected), suitable (for flood hazard maps verifica-
tion purposes), and simplified (keeping only the variable of
interest) information. The procedure is as follows.

– Concerning the locations, stations outside the study area
(Fig. 2) were removed. Stations that could not be con-
nected to a pixel of the stream network (distance cri-
terion 100 m) were also removed. Stations that could
not be connected to a SHYREG pixel (distance criterion
150 m) were removed. Remaining stations were manu-
ally relocated, and the positions were checked with the
local hydrometric services. This manual verification can
be time-consuming but is crucial, especially for stations
located near confluences, which can be attributed to the
wrong river reaches. It is important to note that the coor-
dinates of a station do not always correspond to the lo-
cation of the measurement device but sometimes to the
location of the recording or remote connecting box that
can be located several hectometres from the surveyed
river cross-section.

– Concerning the values, stations without a zero reference
altitude of the water level gauge were removed, and re-
maining values were checked: obvious altimetric errors
were corrected, and less obvious but detectable errors
were discussed with the local hydrometric services. Sta-
tions without any recent rating curve (date threshold
2010) were removed. Rating curves without any point
higher than the 2-year return period were removed. In
the case of several available rating curves for the same
gauging station, only the most recent curve was consid-
ered.

Appendix C: Brief description of the DTM
pre-processing method

The DTM pre-processing procedures carried out in this study
are very similar to those described by Wimmer et al. (2021);
they are organized here into four main stages.

1. Correcting the river axes. To achieve this, orthogonal
cross-sections were extracted every 1 m on the origi-
nal river network (extracted from BD TOPAGE®, see
Sect. 2.2.1), resulting in a cross-sectional profile func-
tion h(d) where d is the signed distance orthogonal to
the river axis. Then, six weight functions accounting for
different geometric and hydraulic criteria (such as the
cross-section form, water flow properties) are defined

and combined into a global weight function wfinal. If
a dmax > 0 verifying wfinal(dmax)=max(wfinal) exists,
then this dmax defines the new location of the corrected
river axis for the considered cross-section. These treat-
ments only concern the hydrographic network and thus
keep the DTMs unchanged.

2. Detecting the riverbanks. In order to do this, we work
on the same cross-sections as before, and we translate
the expected shape of the upper edge of embankment
(strong negative curvature due to the flattening above
the riverbanks) into a mathematical requirement (high
first and small second derivative of the cross-sectional
profile). Compared to Wimmer et al. (2021), an addi-
tional criterion (threshold on the break of slope) was
used to better represent V-shaped small rivers.

3. Validating the riverbank detection. While the detec-
tion of riverbanks resulted in satisfying delineations of
the streambeds for a high proportion of cross-sections,
some erratic behaviours have been observed, especially
in the case of highly vegetated riverbanks. Several cri-
teria were used to decide whether to eliminate a cross-
section: intersection with water bodies, several intersec-
tions with another river, intersection with bridges, build-
ings, sports grounds, roads, railways, inconsistency with
reference river width classes, and detected river width as
large as the initial cross-section.

4. Reshaping the streambed. First, the positions of the
right and left banks of the streambed were smoothed
with a moving average procedure implemented on the
cross-sectional coordinates of the five closest upstream
and downstream cross-sections. Then, the longitudinal
profile of the minimal altitudes of all cross-sections was
checked and local maximums were replaced by linearly
interpolated values to produce a riverbed with negative
longitudinal profile slopes. Finally, in the DTMs, the
minimal altitudes of the each cross-sections were ap-
plied to the whole width of the detected proportion of
the streambed located between the riverbanks.

Figure C1 illustrates the results on a 2 km long reach of the
Orb River, upstream of the city of Béziers. In this case, the
errors in the raw DTMs, identifiable by the triangular shapes
in the streambed, were probably caused by interpolation er-
rors (presumably in the absence of lidar points).
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Figure C1. Illustration of the impact of the DTM processing on the Orb River (near the city of Béziers) streambed cross-sectional and
longitudinal profiles: original (a) and processed (b) DTMs and (c) corresponding original (blue) and processed (orange) longitudinal profiles.

Appendix D: Details on the implementation of
Floodos in this study

Constraints linked to the amount of data to be handled first
led to dividing the domain into 61 subdomains (see Fig. 2)
and then to dividing the river network of each subdomain
into river reaches. This division was initially made at the con-
fluences, and river reaches longer than 10 km were divided
again, the objective being to create calculation domains with
a number of cells not exceeding 25× 106. In the end, the av-
erage length of a river reach is about 5 km. Each river reach
was extended by 500 m downstream in order to limit the in-
fluence of the downstream boundary condition on the simu-
lation results. The extent of the domain was also extended by
2 km on each side in order to reduce inconsistencies at con-
fluences (in particular due to possible backwater influences)
and to ensure that the computation domain limit is located
sufficiently far downstream of the considered river reach. The
mesh underwent other treatments, such as the addition of ar-
tificial borders upstream of the computation domains to force

the flow downstream of the river reach and the change (de-
crease) of elevation values for cells in the Mediterranean Sea
to prevent uncontrolled backwater effects at the coastline.
These treatments led to the creation of the topography “.alt”
file.

The discharge “.rain” file is a grid with values that define
the discharges to be injected at each injection point. These in-
jection points, corresponding to 5 m resolution pixels, need to
be correctly located (i.e. on the correct minor bed, which can
be tricky near confluences), even though the input SHYREG
or CINECAR discharges are originally given at the 50 m res-
olution. Several methods are possible to address this issue;
see Godet et al. (2024). In this work, points 50 m apart were
drawn along the hydrographic network, and SHYREG dis-
charges were extracted at these points. The first discharge
injection is made on the most upstream point of the river
reach and corresponds to the total discharge circulating in
the river reach. Downstream of that point, all injections are
increments.
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Table D1. Tables of parameters related to the convergence of the
model.

Parameter Signification Value

CTUcoeff Average number of precipitons brought
during 1 CTU on one injection point

40

step Number of steps in the initialization
phase

4

NCTU,init Length, in CTU, of the initialization
phase

10

V P
start Initial volume of precipiton in m3 0.25

V P
end Final volume of precipiton in m3 0.0625

NCTU Number of CTUs for each simulation 100

Cond Max. authorized error for difference be-
tween water level and mean water level
during the last 25 CTU (m)

0.001

The main challenge concerns the adjustment of the pa-
rameters controlling the convergence of computations. The
elementary volume corresponding to each precipiton should
be carefully fixed to ensure convergence and computation
speed. Davy et al. (2017) defined a maximum possible value
for the volume of the precipiton V p ensuring the conver-
gence:

V p
= 0.75× S0×1x

3, (D1)

where S0 is the water surface slope. Several tests aiming
to find a compromise between fast calculations and cor-
rect convergence led to the following solution, adapted from
Hocini (2022): during the initialization phase of each simula-
tion, the precipiton volume will be progressively reduced to
0.0625 m3, which respects the condition of Eq. (D1) as long
as S0 is lower than 0.07 %. The duration of the initialization
phase and the total duration of the simulation are indicated
in Table D1 and are defined in calculation time units (CTU).
1 CTU refers to the injection of a fixed number of precipi-
tons. The convergence has been verified on the last 25 CTU
of the simulation. The water level was considered stabilized
if the variation was lower than 1 mm between iterations.

Calculations were parallelized on a 20-core, 128 GB RAM
cluster and took roughly 2 months.

Author contributions. The computational work was carried out
by PN, NH, and JG. The original draft was written by JG, with
contributions from EG, PN, and OP. PD, FP, PJ, PAG, and DL con-
tributed original ideas and provided data. All authors participated in
the reviewing and editing of the paper.

Competing interests. The contact author has declared that none
of the authors has any competing interests.

Disclaimer. Publisher’s note: Copernicus Publications remains
neutral with regard to jurisdictional claims made in the text, pub-
lished maps, institutional affiliations, or any other geographical rep-
resentation in this paper. While Copernicus Publications makes ev-
ery effort to include appropriate place names, the final responsibility
lies with the authors.

Acknowledgements. The authors would like to thank the hy-
drometric services (SPC Grand Delta, SPC Méditerranée Ouest,
DREAL PACA) for generously taking the time to discuss the rating
curves. They also extend their warmest thanks to Olivier Delaigue
for assisting with the extraction of gauging and rating curve data by
providing R functions and to François Bourgin for his support in the
use of the Cinecar rainfall–runoff model. Finally, they are grateful
to James Thornton and Francesco Dottori for reviewing the paper
and providing valuable comments.

Review statement. This paper was edited by James Thornton and
reviewed by Francesco Dottori and one anonymous referee.

References

Albano, R., Samela, C., Craciun, I., Manfreda, S., Adamowski, J.,
Sole, A., Sivertun, A., and Ozunu, A.: Large scale flood risk map-
ping in data scarce environments: an application for Romania,
Water-Sui., 12, 1834, https://doi.org/10.3390/w12061834, 2020.

Alfieri, L., Salamon, P., Bianchi, A., Neal, J., Bates, P., and
Feyen, L.: Advances in pan-European flood hazard mapping, Hy-
drol. Process., 28, 4067–4077, https://doi.org/10.1002/hyp.9947,
2014.

Andreadis, K. M., Wing, O. E. J., Colven, E., Gleason, C. J.,
Bates, P. D., and Brown, C. M.: Urbanizing the floodplain: global
changes of imperviousness in flood-prone areas, Environ. Res.
Lett., 17, 104024, https://doi.org/10.1088/1748-9326/ac9197,
2022.

Apel, H., Vorogushyn, S., and Merz, B.: Brief communication:
Impact forecasting could substantially improve the emergency
management of deadly floods: case study July 2021 floods
in Germany, Nat. Hazards Earth Syst. Sci., 22, 3005–3014,
https://doi.org/10.5194/nhess-22-3005-2022, 2022.

Arnaud, P., Aubert, Y. Y., Organde, D., Cantet, P., Fouchier, C.,
and Folton, N.: Estimation de l’aléa hydrométéorologique
par une méthode par simulation : la méthode SHYREG
: présentation – performances – bases de données., La
Houille Blanche – Revue internationale de l’eau, 2, 20,
https://doi.org/10.1051/lhb/2014012, 2014.

Aubert, Y., Arnaud, P., Ribstein, P., and Fine, J.-A.: The
SHYREG flow method – application to 1605 basins in
metropolitan France, Hydrolog. Sci. J., 59, 993–1005,
https://doi.org/10.1080/02626667.2014.902061, 2014.

Bates, P. D.: Flood Inundation Prediction, Annu. Rev. Fluid Mech.,
54, 287–315, https://doi.org/10.1146/annurev-fluid-030121-
113138, 2022.

Bechon, P.-M., Le Coz, J., Leleu, I., and Renard, B.: Des out-
ils du réseau Etat en hydrométrie et leur ouverture aux notions
d’incertitude, Journées de l’hydraulique, 35, 1–7, 2013.

https://doi.org/10.5194/essd-17-2963-2025 Earth Syst. Sci. Data, 17, 2963–2983, 2025

https://doi.org/10.3390/w12061834
https://doi.org/10.1002/hyp.9947
https://doi.org/10.1088/1748-9326/ac9197
https://doi.org/10.5194/nhess-22-3005-2022
https://doi.org/10.1051/lhb/2014012
https://doi.org/10.1080/02626667.2014.902061
https://doi.org/10.1146/annurev-fluid-030121-113138
https://doi.org/10.1146/annurev-fluid-030121-113138


2982 J. Godet et al.: Benchmark dataset for hydraulic simulations of flash floods

Bösmeier, A. S., Himmelsbach, I., and Seeger, S.: Reliability of
flood marks and practical relevance for flood hazard assessment
in southwestern Germany, Nat. Hazards Earth Syst. Sci., 22,
2963–2979, https://doi.org/10.5194/nhess-22-2963-2022, 2022.

Caruso, A., Guillot, A., and Arnaud, P.: Notice sur les indices de
confiance de laméthode Shyreg-Débit – Définitions et calculs,
Tech. rep., IRSTEA, 2013.

Caumont, O., Mandement, M., Bouttier, F., Eeckman, J., Lebeaupin
Brossier, C., Lovat, A., Nuissier, O., and Laurantin, O.: The
heavy precipitation event of 14–15 October 2018 in the Aude
catchment: a meteorological study based on operational nu-
merical weather prediction systems and standard and personal
observations, Nat. Hazards Earth Syst. Sci., 21, 1135–1157,
https://doi.org/10.5194/nhess-21-1135-2021, 2021.

CCR: Les catastrophes naturelles en France: bi-
lan 1982–2020, Tech. rep., CCR, https://side.
developpement-durable.gouv.fr/ACCIDR/doc/SYRACUSE/
795441/les-catastrophes-naturelles-en-france-bilan-1982-2020
(last access: 25 June 2025), 2021.

Champeaux, J.-L., Dupuy, P., Laurantin, O., Soulan, I.,
Tabary, P., and Soubeyroux, J.-M.: Les mesures de précip-
itations et l’estimation des lames d’eau à Météo-France :
état de l’art et perspectives, La Houille Blanche, 95, 28–34,
https://doi.org/10.1051/lhb/2009052, 2009.

Davy, P., Croissant, T., and Lague, D.: A precipiton method
to calculate river hydrodynamics, with applications to
flood prediction, landscape evolution models, and braid-
ing instabilities, J. Geophys. Res.-Earth, 122, 1491–1512,
https://doi.org/10.1002/2016JF004156, 2017.

Di Baldassarre, G. and Montanari, A.: Uncertainty in river discharge
observations: a quantitative analysis, Hydrol. Earth Syst. Sci., 13,
913–921, https://doi.org/10.5194/hess-13-913-2009, 2009.

Dottori, F., Kalas, M., Salamon, P., Bianchi, A., Alfieri, L., and
Feyen, L.: An operational procedure for rapid flood risk assess-
ment in Europe, Nat. Hazards Earth Syst. Sci., 17, 1111–1126,
https://doi.org/10.5194/nhess-17-1111-2017, 2017.

Dottori, F., Alfieri, L., Bianchi, A., Skoien, J., and Salamon, P.:
A new dataset of river flood hazard maps for Europe and the
Mediterranean Basin, Earth Syst. Sci. Data, 14, 1549–1569,
https://doi.org/10.5194/essd-14-1549-2022, 2022.

Ducrocq, V., Boudevillain, B., Bouvier, C., Braud, I., Fourrie, N.,
Lebeaupin-Brossier, C., Javelle, P., Nuissier, O., Payrastre, O.,
Roux, H., Ruin, I., and Vincendon, B.: Le programme HYMEX
– Connaissances et prévision des pluies intenses et crues rapi-
des en région méditerranéenne, La Houille Blanche, 105, 5–12,
https://doi.org/10.1051/lhb/2019048, 2019.

Environment Agency: LIDAR Composite Digital Sur-
face Model (DSM) – 1m, https://www.data.gov.
uk/dataset/cf3f1137-c12b-44a1-a835-e80fe4a60b92/
lidar-composite-digital-surface-model-dsm-1m (last access:
25 June 2025), 2024.

Fleischmann, A., Paiva, R., and Collischonn, W.: Can re-
gional to continental river hydrodynamic models be locally
relevant? A cross-scale comparison, J. Hydrol., 3, 100027,
https://doi.org/10.1016/j.hydroa.2019.100027, 2019.

Frizzle, C., Trudel, M., Daniel, S., Pruneau, A., and Noman, J. :
LiDAR topo-bathymetry for riverbed elevation assessment: A
review of approaches and performance for hydrodynamic mod-

elling of flood plainsew of flood plains, Earth Surf. Proc. Land.,
49, 2585–2600, https://doi.org/10.1002/esp.5808, 2024.

Gaume, E., Livet, M., Desbordes, M., and Villeneuve, J. P.:
Hydrological analysis of the river Aude, France, flash flood
on 12 and 13 November 1999, J. Hydrol., 286, 135–154,
https://doi.org/10.1016/j.jhydrol.2003.09.015, 2004.

Gaume, E., Borga, M., Llasat, M. C., Maouche, S., Lang, M.,
and Diakakis, M.: Sub-chapter 1.3.4. Mediterranean extreme
floods and flash floods, in: The Mediterranean Region Under
Climate Change: A Scientific Update, edited by: Moatti, J.-
P. and Thiébault, S., Synthèses, IRD Éditions, Marseille,
https://doi.org/10.4000/books.irdeditions.23181, 133–144, 2016.

Gebrehiwot, A. and Hashemi-Beni, L.: 3D Inundation mapping: a
comparison between deep learning image classification and ge-
omorphic flood index approaches, Frontiers in Remote Sensing,
3, 868104, https://doi.org/10.3389/frsen.2022.868104, 2022.

Godet, J., Gaume, E., Javelle, P., Nicolle, P., and Payrastre,
O.: Technical note: Comparing three different methods for al-
locating river points to coarse-resolution hydrological mod-
elling grid cells, Hydrol. Earth Syst. Sci., 28, 1403–1413,
https://doi.org/10.5194/hess-28-1403-2024, 2024.

Hocini, N.: Evaluation de méthodes automatisées de cartogra-
phie des zones inondables adaptées à la prévision des crues
soudaines, These de doctorat, Nantes Université, https://www.
theses.fr/2022NANU4015 (last access: 25 June 2025), 2022.

Hocini, N., Payrastre, O., Bourgin, F., Gaume, E., Davy, P.,
Lague, D., Poinsignon, L., and Pons, F.: Performance of au-
tomated methods for flash flood inundation mapping: a com-
parison of a digital terrain model (DTM) filling and two hy-
drodynamic methods, Hydrol. Earth Syst. Sci., 25, 2979–2995,
https://doi.org/10.5194/hess-25-2979-2021, 2021.

IGN: LiDAR HD, https://www.data.gouv.fr/fr/datasets/lidar-hd/
(last access: 25 June 2025), 2024.

Kalsron, J., Jolivet, L., and Payrastre, O.: Construction de MNE
adaptés à la simulation d’inondations, Thèse de master, Uni-
versité de Lyon, https://documentation.ensg.eu/index.php?lvl=
notice_display&id=99151 (last access: 25 June 2025), 2019.

Lague, D. and Feldmann, B.: Chapter 2 – Topo-bathymetric air-
borne LiDAR for fluvial-geomorphology analysis, in: Devel-
opments in Earth Surface Processes, edited by: Tarolli, P. and
Mudd, S. M., vol. 23 of Remote Sensing of Geomorphology,
Elsevier, https://doi.org/10.1016/B978-0-444-64177-9.00002-3,
25–54, 2020.

Lamichhane, N. and Sharma, S.: Effect of input data in hydraulic
modeling for flood warning systems, Hydrolog. Sci. J., 63, 938–
956, https://doi.org/10.1080/02626667.2018.1464166, 2018.

Le Bihan, G., Payrastre, O., Gaume, E., Moncoulon, D., and Pons,
F.: The challenge of forecasting impacts of flash floods: test
of a simplified hydraulic approach and validation based on in-
surance claim data, Hydrol. Earth Syst. Sci., 21, 5911–5928,
https://doi.org/10.5194/hess-21-5911-2017, 2017.

Le Coz, J., Renard, B., Bonnifait, L., Branger, F., and
Le Boursicaud, R.: Combining hydraulic knowledge and
uncertain gaugings in the estimation of hydrometric rat-
ing curves: a Bayesian approach, J. Hydrol., 509, 573–587,
https://doi.org/10.1016/j.jhydrol.2013.11.016, 2014.

Lumbroso, D. and Gaume, E.: Reducing the uncertainty in indirect
estimates of extreme flash flood discharges, J. Hydrol., 414–415,
16–30, https://doi.org/10.1016/j.jhydrol.2011.08.048, 2012.

Earth Syst. Sci. Data, 17, 2963–2983, 2025 https://doi.org/10.5194/essd-17-2963-2025

https://doi.org/10.5194/nhess-22-2963-2022
https://doi.org/10.5194/nhess-21-1135-2021
https://side.developpement-durable.gouv.fr/ACCIDR/doc/SYRACUSE/795441/les-catastrophes-naturelles-en-france-bilan-1982-2020
https://side.developpement-durable.gouv.fr/ACCIDR/doc/SYRACUSE/795441/les-catastrophes-naturelles-en-france-bilan-1982-2020
https://side.developpement-durable.gouv.fr/ACCIDR/doc/SYRACUSE/795441/les-catastrophes-naturelles-en-france-bilan-1982-2020
https://doi.org/10.1051/lhb/2009052
https://doi.org/10.1002/2016JF004156
https://doi.org/10.5194/hess-13-913-2009
https://doi.org/10.5194/nhess-17-1111-2017
https://doi.org/10.5194/essd-14-1549-2022
https://doi.org/10.1051/lhb/2019048
https://www.data.gov.uk/dataset/cf3f1137-c12b-44a1-a835-e80fe4a60b92/lidar-composite-digital-surface-model-dsm-1m
https://www.data.gov.uk/dataset/cf3f1137-c12b-44a1-a835-e80fe4a60b92/lidar-composite-digital-surface-model-dsm-1m
https://www.data.gov.uk/dataset/cf3f1137-c12b-44a1-a835-e80fe4a60b92/lidar-composite-digital-surface-model-dsm-1m
https://doi.org/10.1016/j.hydroa.2019.100027
https://doi.org/10.1002/esp.5808
https://doi.org/10.1016/j.jhydrol.2003.09.015
https://doi.org/10.4000/books.irdeditions.23181
https://doi.org/10.3389/frsen.2022.868104
https://doi.org/10.5194/hess-28-1403-2024
https://www.theses.fr/2022NANU4015
https://www.theses.fr/2022NANU4015
https://doi.org/10.5194/hess-25-2979-2021
https://www.data.gouv.fr/fr/datasets/lidar-hd/
https://documentation.ensg.eu/index.php?lvl=notice_display&id=99151
https://documentation.ensg.eu/index.php?lvl=notice_display&id=99151
https://doi.org/10.1016/B978-0-444-64177-9.00002-3
https://doi.org/10.1080/02626667.2018.1464166
https://doi.org/10.5194/hess-21-5911-2017
https://doi.org/10.1016/j.jhydrol.2013.11.016
https://doi.org/10.1016/j.jhydrol.2011.08.048


J. Godet et al.: Benchmark dataset for hydraulic simulations of flash floods 2983

Luo, H., Fytanidis, D. K., Schmidt, A. R., and García, M. H.:
Comparative 1D and 3D numerical investigation of open-channel
junction flows and energy losses, Adv. Water Resour., 117, 120–
139, https://doi.org/10.1016/j.advwatres.2018.05.012, 2018.

Merz, B., Kuhlicke, C., Kunz, M., Pittore, M., Babeyko, A.,
Bresch, D. N., Domeisen, D. I. V., Feser, F., Koszalka, I.,
Kreibich, H., Pantillon, F., Parolai, S., Pinto, J. G., Punge, H. J.,
Rivalta, E., Schröter, K., Strehlow, K., Weisse, R., and
Wurpts, A.: Impact forecasting to support emergency manage-
ment of natural hazards, Rev. Geophys., 58, e2020RG000704,
https://doi.org/10.1029/2020RG000704, 2020.

Molinari, D., De Bruijn, K. M., Castillo-Rodríguez, J. T., Aron-
ica, G. T., and Bouwer, L. M.: Validation of flood risk models:
current practice and possible improvements, Int. J. Disast. Risk.
Re., 33, 441–448, https://doi.org/10.1016/j.ijdrr.2018.10.022,
2019.

Naulin, J. P., Payrastre, O., and Gaume, E.: Spatially distributed
flood forecasting in flash flood prone areas: application to road
network supervision in Southern France, J. Hydrol., 486, 88–99,
https://doi.org/10.1016/j.jhydrol.2013.01.044, 2013.

Nicolle, P., Payrastre, O., and Hocini, N.: Production d’un cata-
logue d’emprises inondées mono-fréquence sur les petits cours
d’eau de l’arc méditerranéen (rapport d’étape). Action 8.1,
Research Report, IFSTTAR – Institut Français des Sciences
et Technologies des Transports, de l’Aménagement et des
Réseaux, https://hal.archives-ouvertes.fr/hal-03327095 (last ac-
cess: 25 June 2025), 2021.

Nicolle, P., Payrastre, O., and Hocini, N.: Méthode de pré-
traitement des MNT pour l’amélioration des calculs automa-
tisés de zones inondables, Research Report, Université Gustave
Eiffel; DGPR (Direction Générale de la Prévention des Risques
– Ministère de la Transition Ecologique et Solidaire), https:
//hal.science/hal-04159337 (last access: 25 June 2025), 2023.

Nicolle, P., Hocini, N., Godet, J., Pons, F., Payrastre, O., Arnaud, P.,
and Lague, D.: Benchmark dataset for hydraulic simulations of
flash floods in the French Mediterranean region, Recherche Data
Gouv [data set], https://doi.org/10.57745/IXXNAY, 2024.

Nobre, A. D., Cuartas, L. A., Hodnett, M., Rennó, C. D., Ro-
drigues, G., Silveira, A., Waterloo, M., and Saleska, S.:
Height above the nearest drainage – a hydrologically
relevant new terrain model, J. Hydrol., 404, 13–29,
https://doi.org/10.1016/j.jhydrol.2011.03.051, 2011.

Payrastre, O., Nicolle, P., Bonnifait, L., Brigode, P., Astag-
neau, P., Baise, A., Belleville, A., Bouamara, N., Bour-
gin, F., Breil, P., Brunet, P., Cerbelaud, A., Courapied, F.,
Devreux, L., Dreyfus, R., Gaume, E., Nomis, S., Poggio, J.,
Pons, F., Rabab, Y., and Sevrez, D.: Tempête Alex du 2
octobre 2020 dans les Alpes-Maritimes : une contribution
de la communauté scientifique à l’estimation des débits de
pointe des crues, LHB Hydroscience Journal, 108, 2082891,
https://doi.org/10.1080/27678490.2022.2082891, 2022.

Pricope, N. G. and Bashit, M. S.: Emerging trends in topobathymet-
ric LiDAR technology and mapping, Int. J. Remote Sens., 44,
7706–7731, https://doi.org/10.1080/01431161.2023.2287564,
2023.

Ritter, J., Berenguer, M., Park, S., and Sempere-Torres, D.:
Real-time assessment of flash flood impacts at pan-European
scale: the ReAFFINE method, J. Hydrol., 603, 127022,
https://doi.org/10.1016/j.jhydrol.2021.127022, 2021.

Sampson, C. C., Smith, A. M., Bates, P. D., Neal, J. C.,
Alfieri, L., and Freer, J. E.: A high-resolution global
flood hazard model, Water Resour. Res., 51, 7358–7381,
https://doi.org/10.1002/2015WR016954, 2015.

Tramblay, Y., Mimeau, L., Neppel, L., Vinet, F., and Sauquet,
E.: Detection and attribution of flood trends in Mediter-
ranean basins, Hydrol. Earth Syst. Sci., 23, 4419–4431,
https://doi.org/10.5194/hess-23-4419-2019, 2019.

Wimmer, M. H., Hollaus, M., Blöschl, G., Buttinger-
Kreuzhuber, A., Komma, J., Waser, J., and Pfeifer, N.:
Processing of nationwide topographic data for ensuring con-
sistent river network representation, J. Hydrol., 13, 100106,
https://doi.org/10.1016/j.hydroa.2021.100106, 2021.

Wing, O. E. J., Bates, P. D., Quinn, N. D., Savage, J. T. S., Uhe, P.
F., Cooper, A., Collings, T. P., Addor, N., Lord, N. S., Hatchard,
S., Hoch, J. M., Bates, J., Probyn, I., Himsworth, S., Rodríguez
González, J., Brine, M. P., Wilkinson, H., Sampson, C. C., Smith,
A. M., Neal, J. C., and Haigh, I. D.: A 30 m global flood in-
undation model for any climate scenario, Water Resour. Res.,
60, e2023WR036460, https://doi.org/10.1029/2023WR036460,
2024.

https://doi.org/10.5194/essd-17-2963-2025 Earth Syst. Sci. Data, 17, 2963–2983, 2025

https://doi.org/10.1016/j.advwatres.2018.05.012
https://doi.org/10.1029/2020RG000704
https://doi.org/10.1016/j.ijdrr.2018.10.022
https://doi.org/10.1016/j.jhydrol.2013.01.044
https://hal.archives-ouvertes.fr/hal-03327095
https://hal.science/hal-04159337
https://hal.science/hal-04159337
https://doi.org/10.57745/IXXNAY
https://doi.org/10.1016/j.jhydrol.2011.03.051
https://doi.org/10.1080/27678490.2022.2082891
https://doi.org/10.1080/01431161.2023.2287564
https://doi.org/10.1016/j.jhydrol.2021.127022
https://doi.org/10.1002/2015WR016954
https://doi.org/10.5194/hess-23-4419-2019
https://doi.org/10.1016/j.hydroa.2021.100106
https://doi.org/10.1029/2023WR036460

	Abstract
	Introduction: context and objectives
	Data description
	Study areas
	Computation and validation of flood hazard maps
	Flood hazard mapping inputs and outputs
	Validation data: rating curves

	Computation and validation of actual extreme flood events simulations
	Flood mapping inputs/outputs
	Validation data: flood marks and flood extents


	Description of data pre-processing methods
	DTM pre-processing
	Hydrograph calculations
	Floodos computations

	Illustration of the validation methods and of the results obtained with the Floodos model
	Validation of flood hazard maps using hydrometric data (rating curves)
	Validation of flood event inundation maps using observed flood extents and high water marks

	Discussion
	Data availability
	Conclusions
	Appendix A: Contents of the associated dataset
	Appendix B: Procedure applied on the rating curve data
	Appendix C: Brief description of the DTM pre-processing method
	Appendix D: Details on the implementation of Floodos in this study
	Author contributions
	Competing interests
	Disclaimer
	Acknowledgements
	Review statement
	References

