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Abstract. Accurate long-term temperature and precipitation estimates at high spatial and temporal resolutions
are vital for a wide variety of climatological studies. We have produced a new, publicly available, daily, gridded
maximum temperature, minimum temperature, and precipitation dataset for China with a high spatial resolution
of 1 km that covers a long-term period (1961 to 2019). It has been named the HRLT, and the dataset is publicly
available at https://doi.org/10.1594/PANGAEA.941329 (Qin and Zhang, 2022). In this study, the daily gridded
data were interpolated using comprehensive statistical analyses, which included machine learning methods, the
generalized additive model, and thin plate splines. It was based on the 0.5◦× 0.5◦ gridded dataset from the China
Meteorological Administration, together with covariates for elevation, aspect, slope, topographic wetness index,
latitude, and longitude. The accuracy of the HRLT daily dataset was assessed using observation data from me-
teorological stations across China. The maximum and minimum temperature estimates were more accurate than
the precipitation estimates. For maximum temperature, the mean absolute error (MAE), root mean square error
(RMSE), Pearson’s correlation coefficient (Cor), coefficient of determination after adjustment (R2), and Nash–
Sutcliffe modeling efficiency (NSE) were 1.07 ◦C, 1.62 ◦C, 0.99, 0.98, and 0.98, respectively. For minimum
temperature, the MAE, RMSE, Cor, R2, and NSE were 1.08 ◦C, 1.53 ◦C, 0.99, 0.99, and 0.99, respectively. For
precipitation, the MAE, RMSE, Cor, R2, and NSE were 1.30 mm, 4.78 mm, 0.84, 0.71, and 0.70, respectively.
The accuracy of the HRLT was compared to those of three other existing datasets, and its accuracy was either
greater than the others, especially for precipitation, or comparable in accuracy, but with higher spatial resolution
or over a longer time period. In summary, the HRLT dataset, which has a high spatial resolution, covers a longer
period of time and has reliable accuracy.

1 Introduction

Climate change has led to an increase in the frequency
and severity of extreme temperature and precipitation events
(Myhre et al., 2019), and these events have affected vegeta-
tion growth (Xu et al., 2019), especially crop growth (Rao
et al., 2015; Y. Li et al., 2019; Lu et al., 2018; Lobell et al.,
2011; Lesk et al., 2016). Thus, long-term and accurate daily
maximum temperature, minimum temperature, and precipi-
tation data are important when attempting to reveal the mech-
anism underlying the effects of extreme climate on plants, for

predicting disasters (such as drought, frost, and floods), and
for agricultural and forestry management. Although the me-
teorological observation network makes better use of the data
from meteorological stations (Merino et al., 2014; Yang et
al., 2014), there is a tradeoff between large spatial scale and
the high density of stations in the meteorological observa-
tion network. Moreover, the installation and maintenance of
meteorological stations are challenging in harsh areas (Hartl
et al., 2020). Daily and gridded meteorological datasets are
also essential inputs for many models related to terrestrial,
hydrological, and ecological systems (Iizumi et al., 2017;
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Wang et al., 2018; Zhang et al., 2018; Lee et al., 2019). High-
resolution, long-term, and accurate gridded datasets can help
improve the performance of these models.

Researchers have previously used interpolation methods,
such as inverse distance weighting, kriging, and regression
analysis, to produce gridded meteorological data (Brinck-
mann et al., 2016; Herrera et al., 2019; Schamm et al., 2014).
However, the accuracy of these interpolation results is lim-
ited by the density of the meteorological stations. In recent
years, artificial intelligence has been gradually and widely
applied to meteorological data estimation, as have machine
learning methods such as random forest (Chen et al., 2021;
Sekulić et al., 2021), artificial neural networks (Sadeghi et
al., 2021), and support vector machines (He et al., 2021) have
been gradually and widely applied to meteorological data es-
timation. Therefore, comprehensive statistical analyses using
machine learning and traditional interpolation, such as thin-
plate-smoothing splines, are feasible and reliable methods
that can be used to estimate meteorological data.

At present, only a few research institutes in China are de-
veloping meteorological datasets for temperature and precip-
itation with high spatial and temporal resolutions. Among
them, Beijing Normal University has produced meteorologi-
cal datasets for 1958–2010 with a resolution of 1 km, but the
latest data are not available (Li et al., 2014). The China Mete-
orological Administration is also developing the CMA Land
Data Assimilation System product (Shi et al., 2011), and Ts-
inghua University has published a driving dataset from 1979
to 2018 with a resolution of 0.1◦ over China (He et al., 2020).

We present a new high-resolution daily gridded maximum
temperature, minimum temperature, and precipitation dataset
for China (HRLT) with a spatial resolution of 1× 1 km for
the period 1961 to 2019. We created the HRLT dataset us-
ing comprehensive statistical analyses, which included ma-
chine learning, the generalized additive model, and thin plate
splines. It uses the 0.5◦× 0.5◦ gridded dataset from the China
Meteorological Administration (CMA) as input data together
with other covariates, including elevation, aspect, slope, to-
pographic wetness index (TWI), latitude, and longitude. The
dataset was created in three steps: (1) preparation of input
data and covariates; (2) the creation of the gridded dataset
using comprehensive statistical analyses; and (3) an evalua-
tion of the accuracy of the gridded dataset and an accuracy
comparison with three other existing products that use mete-
orological station data.

2 Data

2.1 The CMA dataset and meteorological station data

The CMA dataset, which includes the daily surface tem-
perature 0.5◦× 0.5◦ gridded dataset and the daily precipi-
tation 0.5◦× 0.5◦ gridded dataset for China (V2.0) (https://
data.cma.cn/, last access: 15 September 2022), was obtained
from the China Meteorological Data Service Centre and was

used as the basic input data. The researchers also reported
a daily precipitation 0.5◦× 0.5◦ gridded dataset for 1961–
2010 from the CAM dataset (Zhao and Zhu, 2015). The
daily dataset of surface climatological data for China (V3.0)
(https://data.cma.cn/, last access: 15 September 2022), which
includes 699 meteorological stations, was also obtained from
the China Meteorological Data Service Centre and was used
to evaluate the new dataset (Fig. 1).

2.2 Topographic data

The basic topographic data, including elevation, flow direc-
tion, and flow accumulation with 30 s (approximately 1 km)
resolution, were obtained from the HydroSHEDS database.
More detailed information can be found at these links: http://
www.worldwildlife.org/hydrosheds (last access: 15 Septem-
ber 2022) (for general information) and http://hydrosheds.cr.
usgs.gov (last access: 15 September 2022) (for download-
ing data and for technical information). The “Aspect” and
“Slope” options of the Spatial Analyst Tools in ArcGIS10.6
were used to calculate the aspect and slope. The specific
catchment area (SCA) was calculated based on the flow di-
rection and flow accumulation.

The TWI is formulated as follows:

TWI= ln
(

SCA
tan(Slope)

)
, (1)

where TWI and SCA are the topographic wetness index and
specific catchment area, respectively.

2.3 Other datasets

We used observed data from meteorological stations (Fig. 1)
to evaluate our dataset and the three existing daily datasets,
and then the accuracies of the three existing daily datasets
were compared to that of our dataset. The China Mete-
orological Administration Land Data Assimilation System
(CLDAS) version 2 dataset was provided by the China Mete-
orological Data Service Centre (https://data.cma.cn/, last ac-
cess: 15 September 2022) for 2017 to 2019 with 0.0625◦ (ap-
proximately 7.5 km) spatial resolution and 1 d temporal res-
olution. The China Meteorological Forcing Dataset (CMFD)
(He et al., 2020; Yang and He, 2019) was obtained from the
National Tibetan Plateau Third Pole Environment Data Cen-
ter (https://data.tpdc.ac.cn/, last access: 15 September 2022)
for 1979 to 2018 with a spatial resolution of 0.1◦ (approxi-
mately 12 km) and a temporal resolution of 1 d. The histori-
cal dataset relating to the Inter-Sectoral Impact Model Inter-
comparison Project (ISIMIP3a) was obtained from the web
(https://data.isimip.org/, last access: 15 September 2022) for
1961 to 2016 with a spatial resolution of 0.5◦ (approximately
60 km) and a temporal resolution of 1 d. The daily maximum
temperature, minimum temperature, and precipitation data in
the CLDAS and ISIMIP3a were used for evaluation and com-
parison. The daily average temperature and precipitation data
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Figure 1. Regions and spatial distribution of the meteorological stations in China. MLYR, NC, NEC, NWC, SC, and SWC are the middle
and lower reaches of the Yangtze River, North China, Northeast China, Northwest China, South China, and Southwest China, respectively.
Note: meteorological station data were missing for Taiwan Province.

from the CMFD were also used for evaluation and compari-
son.

3 Methods

3.1 The input data and covariates

In this study, the input data (dependent variable) was the
daily 0.5◦× 0.5◦ CMA dataset, which included the daily
maximum temperature, minimum temperature and precipi-
tation. Other covariates (independent variables) included ele-
vation, aspect, slope, TWI (with a spatial resolution of 1 km),
latitude, and longitude.

3.2 The interpolation scheme

As shown in Fig. 2, different combinations of six algorithms
– boosted regression trees (BRT), random forests (RF), neu-
ral network (NN), multivariate adaptive regression splines
(MAR), support vector machines (SVM), and the generalized
additive model (GAM) – were used to predict the input data.
Firstly, through k-fold cross-validation (k = 10), the input
data were randomly divided into 10 sub-training datasets and
sub-testing datasets. Each algorithm ran in a loop through
all the sub-training sets and calculated the residuals from the
sub-testing sets. The residuals obtained in each loop were re-
tained. The residual of each algorithm was assigned a weight

of 0–1 and the residuals of all the algorithms were summed,
and the ensemble of models with the lowest residual sum
was chosen. After determining the best ensemble of models,
the surface results were interpolated using the best ensemble
of models, input data, and covariates. Thin-plate-smoothing
splines (TPS) were used to correct the residual error from
the ensemble of models. Therefore, residuals of the ensem-
ble were calculated from the input data and these values were
interpolated using TPS. Surface results from the ensemble
were added to the residuals from the thin-plate-smoothing
splines to get the surface results for the final model. The R2

of the surface result for the ensemble was compared to that
of the final model, and the surface result with the higher R2

was retained.

3.3 The interpolation methods

We now introduce the individual algorithms (methods) and
the implementations for model training (R packages and
functions). After model training, the function “predict” in the
R package “raster” was used to implement spatial interpola-
tion for the BRT, RF, NN, MAR, SVM, and GAM models,
and the function “interpolate” in the R package “raster” was
used to perform spatial interpolation with TPS. More details
on R packages and functions can be found on the the web
(https://www.rdocumentation.org/, last access: 15 Septem-
ber 2022).
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Figure 2. The process of spatial interpolation. r1 to r6 are the residual errors from the algorithms, respectively. w1 to w6 are the weights of
the algorithms, respectively. BRT, RF, NN, MAR, SVR, GAM, and TPS refer to boosted regression trees, random forests, neural network,
multivariate adaptive regression splines, support vector machines, generalized additive model, and thin-plate-smoothing splines, respectively.
R2 is the coefficient of determination between the estimated and observed values. TWI is the topographic wetness index.

3.3.1 The BRT model

A powerful tool for exploratory regression analysis, BRT
is a combination of two techniques: decision trees and the
boosting method (Elith et al., 2008). BRT can automatically
detect the best fit and is robust to missing values and out-
liers; therefore, BRT is now widely used in remote sens-
ing and in species distribution and meteorological interpola-
tion (Pouteau et al., 2011; Appelhans et al., 2015; Froeschke
and Froeschke, 2011). There are two important parameters in
BRT: (1) the tree complexity (TC), which controls the num-
ber of splits in each tree; (2) the learning rate (LR), which
determines the contribution of each tree to the growth model

(the smaller the value of LR, the larger the number of trees
built). These two parameters together determine the number
of trees required for the best prediction in order to find the
combination of parameters that leads to the least prediction
error. The function “gbm.step” in the R package “dismo” was
used for BRT implementation. The tree complexity was set
at 5 and the learning rate was set at 0.001. In addition, the
“bag.fraction”, which specifies the proportion of data to be
selected at each step, was set at 0.5, and other parameters
were set at their default values in “gbm.step”.
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3.3.2 The RF model

Like BRT, the main technology of RF also includes decision
trees; however, the way in which the data used to build the
trees are selected is different (the boosting method for BRT,
the bagging method for RF). For regression analysis, the bag-
ging method, which takes a random subset of all the data for
each new tree that is built, makes the final output based on
the average of multiple trees (Breiman, 2001). As it is one
of the most accurate algorithms, RF has been used widely
for predicting spatiotemporal variables, such as temperature
and precipitation (He et al., 2016; Mital et al., 2020; Webb
et al., 2016). The function “randomForest” in the R package
“randomForest” was used for RF implementation. The im-
portance was set to TRUE and other parameters were set to
their default values in “randomForest”.

3.3.3 The NN model

A powerful set of tools for solving problems in pattern recog-
nition, data processing, and nonlinear control (Bishop, 1994),
an NN consists of a large number of nodes and connections
and includes an input layer, a hidden layer, and an output
layer (Lek and Guégan, 1999). Information from each node
in the input layer is fed to the hidden layer. Connections be-
tween input layer nodes and hidden layer nodes can all be
given specific weights according to their importance. The
connection between the hidden layer and the output layer is
also weighted, so the output is the result of the weighted sum
of the hidden nodes. Information is transferred between the
hidden layer and the output layer through the transfer func-
tion. Since the 1980s, NNs have been used in a number of
fields, such as for the prediction of meteorological variables
(Snell et al., 2000; Lek and Guégan, 1999; Tang et al., 2020).
The function “nnet” in the R package “nnet” was used for
NN implementation. The number of units in the hidden layer
(size) was set to 10, the transfer function was linear for the
output layer (linout was set to TRUE), the maximum number
of iterations (maxit) was set to 10 000, and other parameters
were set to their default values in “nnet”.

3.3.4 The MAR model

MAR is an extension of the linear model that can build mul-
tiple linear regression models within the range of predictive
variable values by partitioning data (Friedman, 1991; Fried-
man and Roosen, 1995). MAR consists of two steps: firstly,
it creates a set of so-called basis functions. In this process,
the range of predictive variable values is divided into sev-
eral groups. For each group, a separate linear regression is
modeled. Secondly, MAR estimates a least-squares model
with its basis function as the independent variable. Overfit-
ting is avoided by iterating to remove the basis functions that
contribute least to the model fitting. MAR works well with
a large number of predictor variables, it automatically de-
tects interactions between variables, and it is robust to out-

liers; therefore, studies have done on downscaling or pre-
dicting meteorological data using MAR (Panda et al., 2022;
D. H. W. Li et al., 2019; Zawadzka et al., 2020). The func-
tion “earth” in the R package “earth” was used for MAR im-
plementation. A linear model was used to estimate the stan-
dard deviation as a function of the predicted response (var-
mod.method= “lm”). nfold was set to 10, ncross was set to
30, and other parameters were set to their default values in
“earth”.

3.3.5 The SVM model

SVM is another machine learning supervised algorithm, and
mainly deals with the ideas of classification and regression
(Vapnik, 1999, 1991; Brereton and Lloyd, 2010). SVM is
well supported by mathematical theory and can use kernel
tricks to efficiently process nonlinear data. With the devel-
opment of SVM, it has also been widely used in the regres-
sion and prediction of meteorological variables (Belaid and
Mellit, 2016; Chen et al., 2010; Tripathi et al., 2006). In this
study, the function “ksvm” in the R package “kernlab” was
used for SVM implementation, and all parameters were set
to their default values in “ksvm”.

3.3.6 The GAM model

The GAM is an extension of the generalized linear model
(GLM). Like the GLM, the GAM consists of three important
components: the probability distribution of the dependent
variable, the linear predictor, and the link function; however,
in the GAM, the coefficient of the independent variable in the
linear regression is replaced by a sum of smooth functions
(Hastie and Tibshirani, 1990; Liu, 2008). Because the GAM
can deal with nonlinear and nonmonotone relationships be-
tween dependent and independent variables, it has been used
to predict and interpolate meteorological data (Hjort et al.,
2016; Burnett and Anderson, 2019; Aalto et al., 2013). The
function “gam” in the R package “mgcv” was used for GAM
implementation, and all parameters were set to their default
values in “gam”.

3.3.7 The TPS method

A traditional interpolation method, TPS has been widely
used to spatially interpolate surface climate data (Gong et
al., 2022; Hancock and Hutchinson, 2006; Risk and James,
2022). In this study, it was used to correct the residual er-
ror from the ensemble of models. The function “Tps” in
the R package “fields” was used for TPS implementation.
The matrix of independent variables consisted of the latitude
and longitude, the vector of dependent variables consisted of
the residual errors in the above algorithms. Other parameters
were set to their default values in “Tps” function.
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Figure 3. Scatter density plots of daily maximum and minimum temperatures and precipitation between estimated and observed values at
meteorological stations were used to test the HRLT dataset. The dashed line has a slope of 1 and the red line is a fit between the estimated
and observed values. R2 is the coefficient of determination between the estimated and observed values. Asterisks (***) indicate that the
significance of the regression equation between the estimated and observed values, p, is < 0.001.

Table 1. Summary of the accuracies for the HRLT datasets using data from the meteorological stations.

Variable MAE RMSE Cor NSE N Period

Maximum temperature (◦C) 1.07 1.62 0.99 0.98 14 731 830 1961–2019
Minimum temperature (◦C) 1.08 1.53 0.99 0.99 14 730 410 1961–2019
Precipitation (mm) 1.30 4.78 0.84 0.70 14 730 380 1961–2019

MAE, RMSE, Cor, and NSE are the mean absolute error, root mean square error, Pearson’s correlation coefficient, and
Nash–Sutcliffe modeling efficiency, respectively. N is the number of observations. Period shows the first and last years
covered by the data.

3.4 The interpolation implementation

A complete operation was performed per day per variable, so
there were 64 647 operations (21 549 d× 3 variables) from
1 January 1961 to 31 December 2019 for maximum temper-
ature, minimum temperature, and precipitation. A complete
operation for a day per variable required a central process-
ing unit core, 18 GB of operating memory, and 2 h of time.
In order to shorten the running time, we carried out parallel
computing on a supercomputer platform. Spatial interpola-
tion work was executed by R version 4.0.2 (R Core Team,
2018), and the R package “machisplin” (Brown, 2019) was
referenced to achieve it.

3.5 Evaluation metrics

The mean absolute error (MAE), root mean square error
(RMSE), Pearson’s correlation coefficient (Cor), coefficient
of determination after adjustment (R2), and Nash–Sutcliffe
modeling efficiency (NSE) were used to evaluate the inter-
polation results. Pearson’s correlation coefficient was used to
evaluate the correlation between the simulated and observed

values, and the other metrics are defined separately as fol-
lows:

MAE=
1
n

n∑
i=1
|Si −Oi | , (2)

RMSE=

√√√√1
n

n∑
i=1

(Si −Oi )2 , (3)

R2
= 1−

1−

n∑
i=1

(Si − Ō )2

n∑
i=1

(Oi − Ō )2

 (n− 1)
(n− k− 1)

, (4)

NSE= 1−

n∑
i=1

(Si −Oi)2

n∑
i=1

(Oi − Ō )2
, (5)

where Si andOi are the model-predicted and the experimen-
tally observed values, respectively; Ō is the mean of the ob-
served values; n is the number of observations; and k is the
value of the independent variable. High Cor, R2, and NSE
values between the predicted and observed values.
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Figure 4. Spatial distributions of R2 and MAE for daily maximum temperature, minimum temperature, and precipitation between 1961
and 2019. The value before the ± is the R2 or MAE mean value and the value after the ± is the R2 or MAE standard deviation for all
meteorological stations.
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Figure 5. The relationship between latitude and MAE of daily pre-
cipitation. The inset shows the relationship between rainfall fre-
quency above light rainfall and MAE of daily precipitation. MAE
is the mean absolute error. Cor is Pearson’s correlation coefficient.
Rain frequency is the rainfall frequency above light rainfall, which
is defined as the daily rainfall from 0 to 4 mm (Alpert et al., 2002).

4 Results and discussion

4.1 Validation of temperature and precipitation

The spatial interpolation results, including daily maximum
temperature, minimum temperature, and precipitation, were
validated using meteorological station data. The results of
the validation showed that the daily maximum and mini-
mum temperatures were highly accurate (Fig. 3 and Table 1).
The fitting slopes between the simulated and observed val-
ues were both close to 1 and the coefficients of determina-
tion after adjustment were 0.98 and 0.99, respectively, for
daily maximum and minimum temperature (Fig. 3a and b).
As shown in Table 1, the MAE was 1.07 and 1.08 ◦C and the
RMSE was 1.62 and 1.53 ◦C for daily maximum and min-
imum temperatures, respectively. In addition, the Cor and
NSE values were close to 1 for both the daily maximum
and the daily minimum temperatures. Daily precipitation was
less accurate than temperature, with an R2 of 0.71 (Fig. 3c),
which was mainly caused by underestimating the high daily
precipitation. However, most of the points were concentrated
in the low daily precipitation section. Furthermore, the MAE
and RMSE for daily precipitation were 1.30 and 4.78 mm, re-
spectively; the Cor between the simulated and observed daily
precipitation was 0.84, and the NSE was 0.70 (Table 1).

The interpolation accuracy shows spatial differences
(Fig. 4). The R2 values of the daily maximum and mini-
mum temperatures in Southwest China were less than 0.94
and lower than those for other regions (Fig. 4a and c). The
mean absolute errors for the daily maximum and minimum
temperature ranges at most meteorological stations were less
than 1 ◦C. However, there were some meteorological sta-

tions with mean absolute errors of more than 2 ◦C, and these
were evenly distributed across China (Fig. 4b and d). The
R2 value for daily precipitation at most meteorological sta-
tions was greater than 0.7 and the MAE decreased from south
to north across China (Fig. 4e and f). For precipitation, the
R2 map (Fig. 4e) shows a west–east gradient in the scores,
which is different from the north–south gradient present in
the MAE map (Fig. 4f). There are fewer meteorological ob-
servation stations in the western region than in the eastern re-
gion, which may lead to the subtle east–west gradient in R2

for daily precipitation. The obvious north–south gradient for
MAE of daily precipitation could be caused by the rainfall
frequency (Figs. 4f, 5); the MAE of monthly precipitation in
China from another study showed a similar pattern (Peng et
al., 2019). Rainfall frequency above light rainfall, which is
defined as daily rainfall ranging from 0 to 4 mm (Alpert et
al., 2002), is strongly correlated with the MAE of daily pre-
cipitation (illustration in Fig. 5), so that the MAE of daily
precipitation in the southern region with a higher rainfall fre-
quency is larger than that in the northern region with a lower
rainfall frequency.

The meteorological stations were divided into the mid-
dle and lower reaches of the Yangtze River (MLYR), North
China (NC), Northeast China (NEC), Northwest China
(NWC), South China (SC), and Southwest China (SWC)
(Fig. 1) according to their diverse geographic and climatic
conditions and administrative areas (Qin et al., 2022). The
trend in the cumulative distribution function curve of the dif-
ference between the simulated and observed values was al-
ways similar for daily maximum temperature, minimum tem-
perature, and precipitation in the six regions, as well as for
the whole of China. The daily maximum and minimum tem-
peratures were all underestimated in the MLYR, NEC, NWC,
SC, and SWC (Fig. 6a). The daily minimum temperatures
were all underestimated in the MLYR, NC, NWC, SC, and
SWC (Fig. 6b). For both daily maximum and minimum tem-
peratures, the lowest average difference between the simu-
lated and observed values occurred in NC and NEC, while
the greatest difference occurred in SWC (Fig. 6a and b). Ex-
cept in the NWC region, the average difference between sim-
ulated and observed values for daily precipitation was less
than 0 mm in the regions (Fig. 6c). The largest average dif-
ference between simulated and observed values for daily pre-
cipitation occurred in the SC region, with a value of 0.49 mm
(Fig. 6c). Across the whole of China, the average difference
between simulated and observed values for daily maximum
temperature, minimum temperature, and precipitation was
0.36 ◦C, 0.30 ◦C, and 0.12 mm, respectively.

4.2 Temporal and spatial distributions of temperature
and precipitation

The results showed that detailed spatial changes in temper-
ature and precipitation over time could be obtained (Fig. 7).
For example, the increases in the annual average values of
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Figure 6. Cumulative distribution functions (CDFs) of the difference between the estimated and observed values for three variables at all
meteorological stations from 1961 to 2020. µ is the mean and σ is the standard deviation. MLYR, NC, NEC, NWC, SC, and SWC are
the middle and lower reaches of the Yangtze River, North China, Northeast China, Northwest China, South China, and Southwest China,
respectively.

both maximum temperature and minimum temperature were
obvious over the Tibetan Plateau from 1965 to 2010 (Fig. 7a–
h, the d1 and h1 subregions). In addition, compared with
other years, the annual average daily minimum temperature
clearly increased in some areas of NWC (Fig. 7e–h, the h2
and h3 subregions) and MLYR (Fig. 7e–h, the h4 subregion)
in 2010. The most significant annual precipitation changes
occurred in NEC (Fig. 7i–l, the l1 subregion) between 1965
and 2010.

The distributions of annual average daily maximum and
minimum temperatures and annual precipitation across the
six regions of China in 1965, 1980, 1995, and 2010 were an-
alyzed (Fig. 8). Compared with other years, the areas with
smaller values for annual average daily maximum tempera-
ture (less than 0) and annual average daily minimum temper-
ature (less than −10) in SWC and NWC decreased in 2010
(Fig. 8a1, a2, b1, b2). These areas are mainly distributed on
the Qinghai–Tibet Plateau, which has seen a large increase in
temperature over the past few decades. The density distribu-
tion peaks for the annual average daily maximum and mini-
mum temperatures in NEC moved to the right from 1965 to
1995 but moved to the left in 2010 (Fig. 8a3 and b3). The
mean annual average daily minimum temperature in 2010
was higher in the MLYR, NC, and SC than in the other 3
years (Fig. 8b4–b6). There was an increase in mean annual

precipitation in the northern part of China over the period
1965–2010 (Fig. 8c2–c4). It increased from 335 to 415 mm
across NWC (Fig. 8c2), from 487 to 593 mm across NEC
(Fig. 8c3), and from 531 to 654 mm across NC (Fig. 8c4).
In the MLYR, there were more areas with an annual precip-
itation of less than 1000 mm, and areas with an annual pre-
cipitation of more than 2000 mm increased in 1995 and 2010
compared with 1965 and 1980 (Fig. 8c5). Similarly, com-
pared with other years, there were more areas with an annual
precipitation of less than 1000 mm and more than 2000 mm
in SC in 2010 (Fig. 8c6).

4.3 Accuracy comparison with other products

The performances of the CMFD, CLDAS, and ISIMIP3a
generated daily temperatures and precipitations were eval-
uated against observations from all the meteorological sta-
tions, and their performances were compared with that of
our dataset (Figs. 9–11; Tables 2–4). The fitting slopes be-
tween the simulated and observed daily temperature values
were always close to 1 for all datasets (Figs. 9a–c, 10a–d,
11a–d). TheR2 for the CMFD daily average temperature was
slightly smaller than that for daily minimum temperature in
our dataset (Fig. 9b and c), but was equal to that of our dataset
for daily maximum temperature (Fig. 9a and c). The Cor and
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Figure 7. Spatial distributions of annual average values for the daily maximum and minimum temperatures and annual precipitation in 1965,
1980, 1990, and 2010. The regions within the ellipses are where the change is most visible.

Table 2. Comparison of accuracies for the HRLT and CMFD datasets using data from the meteorological stations.

Variable Dataset MAE RMSE Cor NSE N Period

Maximum temperature (◦C) HRLT 1.07 1.63 0.99 0.98 9 969 602 1979–2018
Minimum temperature (◦C) HRLT 1.08 1.54 0.99 0.99 9 969 602 1979–2018
Average temperature (◦C) CMFD 1.12 1.64 0.99 0.98 9 969 602 1979–2018

Precipitation (mm)
HRLT 1.30 4.73 0.84 0.71 9 968 784 1979–2018
CMFD 1.30 5.85 0.75 0.55 9 968 784 1979–2018

MAE, RMSE, Cor, and NSE are the mean absolute error, root mean square error, Pearson’s correlation coefficient, and Nash–Sutcliffe
modeling efficiency, respectively. N is the number of observations. Period shows the first and last years covered by the data.

NSE for the CMFD daily average temperature were also sim-
ilar to those for our estimated daily maximum and minimum
temperatures (Table 2). By contrast, the MAE and RMSE for
the CMFD daily average temperature were 1.12 and 1.64 ◦C,
respectively, which were greater than those for our estimated
daily maximum and minimum temperatures (Table 2). The

MAEs of daily maximum and minimum temperature for our
dataset were 1.07 and 1.08 ◦C, respectively, and the RM-
SEs of daily maximum and minimum temperature for our
dataset were 1.63 and 1.54 ◦C, respectively, between 1979
and 2018 (Table 2). The R2, Cor, NSE, MAE, and RMSE
for the CLDAS daily maximum temperature were 0.91, 0.95,
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Figure 8. Density distributions of annual average values for the daily maximum and minimum temperatures and annual precipitation across
the different regions in 1965, 1980, 1990, and 2010. The values shown in the plots are mean values.

0.90, 2.54, and 3.63 ◦C, respectively. Accuracy was clearly
improved for our daily maximum temperature, and the cor-
responding metrics were 0.98, 0.99, 0.98, 1.10, and 1.73 ◦C
(Fig. 10a and b; Table 3). The MAE and RMSE for the
CLDAS daily minimum temperature were clearly higher than
our estimates for daily minimum temperature, and the R2,
Cor, and NSE for daily minimum temperature in our dataset
were higher than those for the CLDAS daily minimum tem-
perature (Fig. 10c and d; Table 3), thus indicating that the

accuracy of our daily minimum temperature estimates was
superior to that of the CLDAS daily minimum temperature
product. Compared with those of the ISIMIP3a, the R2, Cor,
and NSE of the daily maximum and minimum temperatures
in our dataset were always higher and the MAE and RMSE
of those temperatures were always smaller (Fig. 11a–d; Ta-
ble 4).

The R2 value for our estimated daily precipitation was
clearly improved compared to the other three datasets, espe-
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Figure 9. Scatter density plots of the estimated versus the observed values of daily temperature and precipitation at all meteorological
stations (both training sets and testing sets) for the HRLT dataset and the CMFD dataset between 1979 and 2018. The dashed line has a slope
of 1 and the red line is a fit between the estimated and observed values. R2 is the coefficient of determination between the estimated and
observed values. Asterisks (***) indicate that the significance of the regression equation between the estimated and observed values, p, is
< 0.001.

Table 3. Comparison of accuracies for the HRLT and the CLDAS datasets using data from the meteorological stations.

Variable Dataset MAE RMSE Cor NSE N Period

Maximum temperature (◦C)
HRLT 1.10 1.73 0.99 0.98 686 653 2017–2019
CLDAS 2.54 3.63 0.95 0.90 686 653 2017–2019

Minimum temperature (◦C)
HRLT 1.14 1.65 0.99 0.98 686 653 2017–2019
CLDAS 1.58 2.63 0.98 0.95 686 653 2017–2019

Precipitation (mm)
HRLT 1.42 4.93 0.84 0.70 685 936 2017–2019
CLDAS 2.36 7.67 0.58 0.28 685 936 2017–2019

MAE, RMSE, Cor, and NSE are the mean absolute error, root mean square error, Pearson’s correlation coefficient, and
Nash–Sutcliffe modeling efficiency, respectively. N is the number of observations. Period shows the first and last years covered by
the data.

cially the ISIMIP3a and CLDAS datasets (Figs. 9d and e, 10e
and f, 11e and f). The Cor and NSE for the CMFD daily pre-
cipitation were clearly smaller than those for our dataset, and
the RMSE for CMFD daily precipitation was greater than
that for our dataset (Table 2). During 2017–2019, the Cor,
NSE, MAE, and RMSE for our estimated daily precipita-
tion were 0.84, 0.70, 1.42, and 4.93 mm, respectively, and
the corresponding values for the CLDAS daily precipitation

changed to 0.58, 0.28, 2.36, and 7.67 mm, respectively (Ta-
ble 3). During 1961–2016, the Cor, NSE, MAE, and RMSE
for our estimated daily precipitation were 0.84, 0.70, 1.30,
and 4.78 mm, respectively, and the corresponding values for
the ISIMIP3a daily precipitation changed to 0.48, 0.14, 2.75,
and 8.10 mm, respectively (Table 4). Thus, the daily precipi-
tation accuracy of our dataset was generally higher than those
of CMFD, CLDAS, and ISIMIP3a.
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Figure 10. Scatter density plots of the estimated versus the observed values of daily temperature and precipitation at all meteorological
stations (both training sets and testing sets) for our HRLT dataset and the CLDAS dataset between 2017 and 2019. The dashed line has a
slope of 1 and the red line is a fit between the estimated and observed values. R2 is the coefficient of determination between the estimated
and observed values. Asterisks (***) indicate that the significance of the regression equation between the estimated and observed values, p,
is < 0.001.
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Figure 11. Scatter density plots of the estimated versus the observed values of daily temperature and precipitation at all meteorological
stations (both training sets and testing sets) for our HRLT dataset and the ISIMIP3a dataset between 1961 and 2016. The dashed line has a
slope of 1 and the red line is a fit between the estimated and observed values. R2 is the coefficient of determination between the estimated
and observed values. Asterisks (***) indicate that the significance of the regression equation between the estimated and observed values, p,
is < 0.001.
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Table 4. Comparison of accuracies for the HRLT and the ISIMP3a datasets using data from the meteorological stations.

Variable Dataset MAE RMSE Cor NSE N Period

Maximum temperature (◦C)
HRLT 1.06 1.61 0.99 0.98 13 973 110 1961–2016
ISIMP3a 2.47 3.47 0.96 0.91 13 973 110 1961–2016

Minimum temperature (◦C)
HRLT 1.07 1.52 0.99 0.99 13 971 690 1961–2016
ISIMP3a 2.63 3.60 0.96 0.92 13 971 690 1961–2016

Precipitation (mm)
HRLT 1.30 4.78 0.84 0.70 13 971 680 1961–2016
ISIMP3a 2.75 8.10 0.48 0.14 13 971 680 1961–2016

MAE, RMSE, Cor, and NSE are the mean absolute error, root mean square error, Pearson’s correlation coefficient, and Nash–Sutcliffe
modeling efficiency, respectively. N is the number of observations. Period shows the first and last years covered by the data.

5 Data availability

The HRLT dataset includes daily maximum temperature,
minimum temperature, and precipitation at 1 km spatial res-
olution across China from January 1961 to December 2019.
The datasets are publicly available in NetCDF format at
https://doi.org/10.1594/PANGAEA.941329 (Qin and Zhang,
2022).

6 Conclusions

The result of this study is a long-term (1961–2019), high-
resolution (1 km) daily gridded maximum temperature, min-
imum temperature, and precipitation dataset across China
(HRLT). The HRLT dataset shows a high correlation over-
all with the observations from meteorological stations for
daily maximum and minimum temperatures (R2 was 0.98
and 0.99, respectively; Cor was 0.99 for both; NSE was 0.98
and 0.99, respectively), and the errors were small (MAE was
1.07 and 1.08 ◦C, respectively; RMSE was 1.62 and 1.53 ◦C,
respectively). Although the HRLT dataset showed that the
daily precipitation accuracy was lower than the daily temper-
ature accuracy (R2, Cor, NSE, MAE, and RMSE were 0.71,
0.84, 0.70, 1.30, and 4.78 mm, respectively), the daily pre-
cipitation data in the HRLT dataset were more accurate and
had a finer spatial resolution compared to three other exist-
ing datasets (CMFD, CLDAS, and ISIMIP3a). Furthermore,
the accuracies for daily maximum and minimum tempera-
tures and precipitation were lower in the southwestern part
of China, probably because of the complex topography in
that area compared to other areas. Calculation and interpola-
tion by subregion may solve this problem in future studies.
The use of satellite data as an input covariate in future studies
will further improve the accuracy of the HRLT dataset, espe-
cially for precipitation. The HRLT dataset will help identify
future extreme climatic events and can also be used to im-
prove process-based models for prediction, adaptation, and
mitigation strategies.
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