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Figure S1: The records of each weather station (a) (and the number of stations in each year from 1951 to 2020 (b).
Figure S2: Correlation coefficients between temperature with longitude, latitude and elevation for each month from 1951–2020. a, b, c: monthly maximum air temperature (Tmax); c, d, e: monthly minimum air temperature (Tmin); g, h, g: monthly mean air temperature (mean).
Figure S3: Zoomed-in accuracy metrics of Tmean for the period of January 2016 to December 2020.
Figure S4: Mean absolute error (MAE), root mean square error (RMSE) and coefficients of determination ($R^2$) between observed $T_{\text{max}}$ and predicted $T_{\text{max}}$ by three machine learning models (GPR, SVM, RF) of testing weather stations over the time period from January 1951 to December 2020.
Figure S5: Mean absolute error (MAE), root mean square error (RMSE) and coefficients of determination (R²) between observed Tmin and predicted Tmin by three machine learning models (GPR, SVM, RF) of testing weather stations over the time period from January 1951 to December 2020.
Figure S6: Residuals of the monthly Tmax predicted by the machine learning models with respect to in situ Tmax for the test meteorological stations. Note that the average of the residuals of Tmax from 1951–2020 for each test meteorological station is shown for each month.
Figure S7: Residuals of the monthly Tmin predicted by the machine learning models with respect to in situ Tmin for the test meteorological stations. Note that the average of the residuals of Tmin from 1951–2020 for each test meteorological station is shown for each month.
Figure S8: Frequency distribution of residuals for monthly Tmean using the machine learning methods during the period from 1951 to 2020. Note that the displayed residuals are the average of residuals of 70 years (1951-2020) for each month.
Figure S9: Frequency distribution of residuals for monthly Tmax using the machine learning methods during the period from 1951 to 2020. Note that the displayed residuals are the average of residuals of 70 years (1951-2020) for each month.
Figure S10: Frequency distribution of residuals for monthly Tmin using the machine learning methods during the period from 1951 to 2020. Note that the displayed residuals are the average of residuals of 70 years (1951-2020) for each month.
Figure S11: The spatial distribution of residuals between the observed Tmax and the predicted Tmax by GPR for the testing stations for each month. Note that the exhibited residuals are the average residual of 70 years from 1951-2020 for each month.
Figure S12: The spatial distribution of residuals between the observed Tmin and the predicted Tmin by GPR for the testing stations for each month. Note that the exhibited residuals are the average residual of 70 years from 1951 - 2020 for each month.
Figure S13: The spatial distribution maps of monthly Tmax predicted by GPR in China for each month in 2020.
Figure S14: The spatial distribution maps of monthly Tmin predicted by GPR in China for each month in 2020.
Figure S15: Theil–Sen (median) slope for Tmean over China (1951–2020) in each month.
Figure S16: Mann–Kendall Z scores for Tmean over China (1951–2020) in each month.
Figure S17: Theil–Sen (median) slope for Tmax over China (1951–2020) in each month.
Figure S18: Mann–Kendall Z scores for $T_{max}$ over China (1951–2020) in each month.
Figure S19: Theil–Sen (median) slope for Tmin over China (1951–2020) in each month.
Figure S20: Mann–Kendall Z scores for Tmin over China (1951–2020) in each month.
Figure S21: Monthly trends of Tmax change in China during the period 1951-2020 obtained by median Theil–Sen slope. The significance of trends is quantified by the Mann-Kendall statistical test at the 95% confidence level.
Figure S22: Monthly trends of $T_{\text{min}}$ change in China during the period 1951-2020 obtained by median Theil–Sen slope. The significance of trends is quantified by the Mann-Kendall statistical test at the 95% confidence level.
Figure S23: Accuracy of Tmax and Tmin derived by the machine learning methods and traditional methods for January and July from 1951 to 2020 with an interval of 10 years.
Figure S24: Frequency distribution of residuals for Tmean by three machine learning methods and three traditional methods for separate 8 years from 1951 to 2020 with an interval of 10 years.
Figure S25: Frequency distribution of residuals for $T_{\text{max}}$ by three machine learning methods and three traditional methods for separate 8 years from 1951 to 2020 with an interval of 10 years.
Figure S26: Frequency distribution of residuals for Tmin by three machine learning methods and three traditional methods for separate 8 years from 1951 to 2020 with an interval of 10 years.
Figure S27: Scatterplot of estimated Tmax by machine learning models and traditional models against the observed monthly mean temperature of January and July in 1951.
Figure S28: Scatterplot of estimated Tmin by machine learning models and traditional models against the observed monthly mean temperature of January and July in 1951.
Figure S29: Scatterplot of estimated $T_{\text{mean}}$ by machine learning models and traditional models against the observed monthly mean temperature of January and July in 1951.
Figure S30: Scatterplot of estimated Tmax by machine learning models and traditional models against the observed monthly mean temperature of January and July in 1960.
Figure S31: Scatterplot of estimated Tmin by machine learning models and traditional models against the observed monthly mean temperature of January and July in 1960.
Figure S32: Scatterplot of estimated Tmean by machine learning models and traditional models against the observed monthly mean temperature of January and July in 1960.
Figure S33: Scatterplot of estimated Tmax by machine learning models and traditional models against the observed monthly mean temperature of January and July in 1970.
Figure S34: Scatterplot of estimated Tmin by machine learning models and traditional models against the observed monthly mean temperature of January and July in 1970.
Figure S35: Scatterplot of estimated Tmean by machine learning models and traditional models against the observed monthly mean temperature of January and July in 1970.
Figure S36: Scatterplot of estimated Tmax by machine learning models and traditional models against the observed monthly mean temperature of January and July in 1980.
Figure S37: Scatterplot of estimated Tmin by machine learning models and traditional models against the observed monthly mean temperature of January and July in 1980.
Figure S38: Scatterplot of estimated Tmean by machine learning models and traditional models against the observed monthly mean temperature of January and July in 1980.
Figure S39: Scatterplot of estimated Tmax by machine learning models and traditional models against the observed monthly mean temperature of January and July in 1990.
Figure S40: Scatterplot of estimated Tmin by machine learning models and traditional models against the observed monthly mean temperature of January and July in 1990.
Figure S41: Scatterplot of estimated Tmean by machine learning models and traditional models against the observed monthly mean temperature of January and July in 1990.
Figure S42: Scatterplot of estimated Tmax by machine learning models and traditional models against the observed monthly mean temperature of January and July in 2000.
Figure S43: Scatterplot of estimated Tmin by machine learning models and traditional models against the observed monthly mean temperature of January and July in 2000.
Figure S44: Scatterplot of estimated Tmean by machine learning models and traditional models against the observed monthly mean temperature of January and July in 2000.
Figure S45: Scatterplot of estimated Tmax by machine learning models and traditional models against the observed monthly mean temperature of January and July in 2010.
Figure S46: Scatterplot of estimated Tmin by machine learning models and traditional models against the observed monthly mean temperature of January and July in 2010.
Figure S47: Scatterplot of estimated Tmean by machine learning models and traditional models against the observed monthly mean temperature of January and July in 2010.
Figure S48: Scatterplot of estimated Tmax by machine learning models and traditional models against the observed monthly mean temperature of January and July in 2020.
Figure S49: Scatterplot of estimated Tmin by machine learning models and traditional models against the observed monthly mean temperature of January and July in 2010.
Figure S50: Illustration of the squares used for the experiments.
Figure S 51: Scatter plots between the original predicted Tmean and the predicted Tmean using the square for the testing stations.
Figure S53: Comparison of the spatial distribution of residuals between machine learning and traditional methods for Tmax in January and July of 2020.
Figure S54: Comparison of the spatial distribution of residuals between machine learning and traditional methods for Tmin in January and July of 2020.
Figure S55: Comparison between the GPR data in our study and the Peng’s data in the Tibetan Plateau.
Figure S56: The spatial maps of monthly Tmean over China in January and July of 2020 (1, 7: January, July; unit: °C).
Figure S57: The spatial maps of monthly Tmax over China in January and July of 2020 (1, 7: January, July; unit: °C).
Figure S58: The spatial maps of monthly Tmin over China in January and July of 2020 (1, 7: January, July; unit: °C).
Figure S59: Mean temperature for 9 different testing stations in Sichuan province. We extracted our mean temperature data to the stations which were not used in the model training. We used nine stations in Sichuan and compared the mean temperature in July from 2003 to 2009. The temperature in 2006 is markedly higher than the neighbouring years, which means that our data can capture the anomalous condition (higher temperature) from the 2006 summer drought of eastern Sichuan Basin.
Figure S60: Comparison between the year with higher mean temperature anomaly (for Tmean) and the adjacent years. A drought event happened in Sichuan and Chongqing and neighbouring regions in July 2006 which is associated with heat waves (Li et al., 2011).
Figure S61: Comparison between the year with lower mean temperature anomaly (for Tmean) and the adjacent years. Hubei, Anhui, Hunan and Jiangxi and neighbouring regions were affected by cold temperatures in the 2008 Chinese winter storms (Liu et al., 2016; Zhou et al., 2014; Lu et al., 2010).
Figure S62: Comparison between the year with higher mean temperature anomaly (for Tmean) and the adjacent years. Heat waves hit Shanghai and neighbouring regions in July 2013 (Pu et al., 2017; Ding and Ke, 2015; Li et al., 2015; Jing-Bei, 2014).
Figure S63: Comparison between the year with extremely high temperature and the adjacent years in Shandong. A drought event with heat wave happened in 1988 in Shandong province and neighbouring regions.
Figure S64: Comparison between the year with higher mean temperature anomaly (for Tmean) and the adjacent years. Heat waves happened in Beijing and the surrounding areas in August 1994 (Zhang et al., 2018; Park et al., 2012).
Figure S65: Comparison between the year with higher mean temperature anomaly (for $T_{\text{mean}}$) and the adjacent years. Heat waves hit Beijing and the neighbouring regions in July 1997 (Park et al., 2012; Zhang et al., 2018).
Figure S66: Comparison between the year with lower mean temperature anomaly (for Tmean) and the adjacent years. Cold waves hit the Tibetan Plateau and neighbouring regions in September 1997.
Figure S67: Comparison between the year with higher mean temperature anomaly (for Tmean) and the adjacent years. Drought happened in Hunan, Jiangxi, Zhejiang and Fujian provinces and neighbouring regions in July 2003 which is caused by the lack of precipitation and heat wave (Wang and Yan, 2021; Zhang et al., 2017; Ding and Ke, 2015). In 2001, the summer drought with high temperature happened in the southern China as well, such as Hubei, Zhejiang (Pandey et al., 2007, p.36–37). There were also heatwaves in the southern cities in 2005, for example Guangdong province (Yang et al., 2013).
Figure S68: Comparison between the year with lower mean temperature anomaly (for T\text{mean}) and the adjacent years. Guizhou, Guangxi, Hubei, Hunan, Anhui, and Jiangxi as well as the neighbouring regions were affected by cold waves in January 2011 (Qi et al., 2017; http://www.gov.cn/jrzg/2011-01/05/content_1778886.htm, last access: 18 May 2022).
Figure S69: Comparison between the year with lower mean temperature anomaly (for $T_{\text{mean}}$) and the adjacent years. A cold wave happened in Inner Mongolia and neighbouring regions in January 2016 (Ma and Zhu, 2019; Jiang et al., 2018).
Figure S70: Comparison between the year with higher mean temperature anomaly (for Tmean) and the adjacent years. Extremely high temperatures occurred in Inner Mongolia and Qinghai and other neighbouring regions in August 2016 (http://www.cma.gov.cn/2011xwzx/2011xqxxw/2011xqxyw/201609/t20160902_320919.html, last access: 18 May 2022).
Figure S71: Accuracy comparison between the GPR data and the Peng’s data for mean temperature.
Figure S72: Comparison between the ERA, FLDAS and GPR datasets using the mean air temperature in July 2010. We displayed the mean temperature of July, 2010 in the same region using ERA, FLDAS datasets and the GPR dataset generated in our study. The GPR data can provide more spatial details than ERA and FLDAS.
Figure S73: Taylor diagram displaying a statistical comparison with observations for Tmax between our products and other products for each month. The available time periods for the TerraClimate and ERA5 products are: 1958-01-01 - 2020-12-01, and 1979-01-01 - 2020-06-01, respectively. Considering the overlapping periods, we chose January 1979-December 2019 for comparing Tmax.
Figure S74: Taylor diagram displaying a statistical comparison with observations for Tmin between our products and other products for each month. The available time periods for the TerraClimate and ERA5 products are: 1958-01-01 - 2020-12-01, and 1979-01-01 - 2020-06-01, respectively. Considering the overlapping periods, we chose January 1979-December 2019 for comparing Tmin.
Figure S75: Taylor diagram displaying a statistical comparison with observations for Tmean between our products and other products for each month. The available time periods for FLDAS and ERA5 products are: 1982-01-01 - 2021-05-01, and 1979-01-01 - 2020-06-01, respectively. Considering the overlapping periods, we chose January 1982 to December 2019 for comparing Tmean.
Figure S76: Euclidean distance of the weather stations.
Figure S77: The spatial distribution of the width of the 95% prediction intervals (the upper limit minus the lower limit of the confidence interval) for 12 months in 2010.
Figure S78: Spatial distribution of the percentage of the available MODIS images in each year (2000 - 2020) by excluding clouds.
Figure S79: The RMSE using different testing and training datasets. We split the stations into testing and training stations in ArcGIS, which has considered the spatial distribution of the weather stations. We conducted a case study using the Tmean from 1990, 2000 and 2010 to figure out if the model output is sensitive to the choice of stations used in the test/training dataset. We conducted the experiment by randomly splitting the data into training and testing sets (7:3) 50 times using ArcGIS.
Figure S80: The $R^2$ using different testing and training datasets. We split the stations into testing and training stations in ArcGIS, which has considered the spatial distribution of the weather stations. We conducted a case study using the Tmean from 1990, 2000 and 2010 to figure out if the model output is sensitive to the choice of stations used in the test/training dataset. We conducted the experiment by randomly splitting the data into training and testing sets (7:3) 50 times using ArcGIS.
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